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Introduction

This volume stems from a collaboration between researchers at the
Scuola Normale Superiore in Pisa and at Princeton University: it began
with a workshop held at Palazzo della Carovana in June 2023 and con-
tinued through the academic year 2023-24, as participants collaborat-
ed to present, in the form of the chapters collected here, an experiment
at the intersection between artificial intelligence and Greek philology.

The general aim of this volume is to facilitate a conversation between
the two fields it intersects, in the belief that machine learning can play a
positive role in elucidating and preserving ancient and Byzantine Greek
texts (and indeed premodern texts in many other languages too). We
also believe that philology, with its commitment to preserve the most
diverse, rare, and wonderful forms of human expression, transmitted
by hand from the deep archives of the past, has a crucial contribution to
make in the present moment, given that large language models trained
disproportionately on contemporary English threaten to obscure the
full diversity of human cultures and linguistic expressions.

Here we introduce readers to Logion, the first deep neural network
designed to support philologists editing Greek texts that have reached
us via manuscript transmission. The model offers suggestions for how
to fill lacunae and emend portions of text that appear to have been
corrupted in the process of copying texts by hand. Logion can also be
used to identify textual corruptions that occurred at later stages in the
history of textual transmission, being equally effective at recognizing
scribal, typographical, and digitization errors. Further information
about the model and the code used to train it can be found at https://
www.logionproject.princeton.edu/. Editors of premodern Greek texts
wishing to use Logion and needing assistance are encouraged to get in
touch with us via the project website. We actively seek collaborators

Battezzato, L., Graziosi, B., Haubold, J. 2025. “Introduction” in Battezzato, L., Graziosi, B., and Haubold, J. eds.
Artificial Intelligence and Greek Philology: An Experiment, Pisa: 7-9.
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8 Luigi Battezzato, Barbara Graziosi, and Johannes Haubold

and are eager to finetune Logion to support work on specific authors,
meters, periods, and genres. Please get in touch.

For the purposes of the specific experiment presented here, we focus
on the oeuvre of the Byzantine polymath Michael Psellos (1018-after
10817).. Our choice is based on three considerations. First, Psellos’
writings are in need of philological attention: several editions are cur-
rently under preparation or in the process of being revised. The work
presented here can therefore be of immediate utility to colleagues in-
volved in those projects. Secondly, Psellos’ own interests align with
ours: he cared about clear and accurate expression (see e.g., Ep. 275.87-
97). For this reason, working on his oeuvre is easier, for both humans
and machines, than dealing with less disciplined forms of Greek. A
third and important consideration is that Psellos is the author of a vast
extant oeuvre: about one million of his words have been digitized. Lan-
guage models are data-hungry and his work represents an easier case
study than a smaller corpus would provide.

We would like to express our thanks to all participants in the work-
shop and to Dr. Silvia Litterio, who prepared this volume for publica-
tion. We would also like to thank the director of the Thesaurus Linguae
Graecae, Professor M. Pantelia, for providing us with the TLG files
containing the works of Psellos and for allowing us to use them for the
purposes of machine learning. In return, our experiment shows that
machine learning can support the TLG by improving the accuracy of
its data. It is our hope that successful collaboration between human
experts and machines will eventually make it possible to grant access
to a full, accurate, and open archive of premodern Greek texts.

In preparing this volume, we sought to identify productive patterns
of collaboration between humans and machines, for the purpose of
preserving and elucidating the global archive of premodern texts, not
just in Greek, but in many other languages too. The reasons why this is
important are outlined in chapter one. Chapter two considers how the
experiment at the heart of this volume relates to the history, practice
and theory of Greek philology. Chapter three shows, by way of con-
crete example, how artificial intelligence can help philologists improve
their work and achieve better results than they could do without it.
Taken together, the first three chapters outline the broader intellectu-
al context for the specific experiment presented in the second part of
our volume. In chapter four, two machine-learning specialists present
Logion, the deep neural network they designed to support work on
premodern Greek texts. In the next three chapters, philologists assess
Logion’s outputs, thereby making contributions that help advance the
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technological development of Logion and shed new light on the work
of Michael Psellos.

We would like to thank the Humanities Council, the Center for Dig-
ital Humanities, and Princeton Language and Intelligence, as well as
the Scuola Normale Superiore in Pisa, for supporting the work pre-
sented here. Last but not least, we would like to thank all participants
in the workshop, together with Suma Bhat, Karthik Narasimhan, and
Stratis Papaioannou for their advice.

LuiGi BATTEZZATO,
BARBARA GRAZIOSI,
AND JOHANNES HAUBOLD
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1. Virtuous (and Vicious) Circles in
Machine-Human Collaboration:
The Case of Greek Philology

Competition between humans and machines is an important feature of arti-
ficial intelligence as a field of research. Competition among humans is also a
driving force in Greek philology. This chapter argues that the time has come to
focus on collaboration and include artificial intelligence in pursuit of philol-
ogy as a collective endeavor focused on elucidating and preserving the global
archive of premodern texts. That task is urgent, particularly at a time when the
increased use of large language models threatens to flatten human diversity of
expression. Greek philology has a long track-record of valuing and protecting
rare and unique uses of language, such as Homeric hapax legomena. Artificial
intelligence can help extend the philological care devoted to such expressions
beyond canonical Greek literature. To that end, this chapter outlines three
virtuous (and associated potential vicious) circles in the exchange of ideas
and practices between artificial intelligence and Greek philology. The first
concerns the circulation of data. The second focuses on workflows. The third
considers capacity building and the challenges of learning.

Keywords: Machine-human Competition; Machine-human Collaboration;
Open Data; Philological Practice; Machine and Human Learning; Premodern
Greek

We can approach the relationship between artificial intelligence and
Greek philology by placing ourselves in one of the two fields and walk-
ing towards the other. The metaphor, however, has a temporal as well as
a spatial dimension: artificial intelligence is a relatively new field; Greek
philology, by contrast, seems old to the point of moribund. In chapter
2 in this volume, Battezzato asks whether philology is, in point of fact,
dead and suggests two reasons for considering it a live concern. One is
that many Greek texts, particularly those stemming from late antiqui-

Graziosi, B. 2025. “Virtuous (and Vicious) Circles in Machine-Human Collaboration: The Case of Greek Phi-
lology” in Battezzato, L., Graziosi, B., and Haubold, J. eds. Artificial Intelligence and Greek Philology: An Ex-
periment, Pisa: 13-35.
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14 Barbara Graziosi

ty and the Byzantine period, still lack reliable editions. Another is that
even well edited, canonical texts are not perfectly understood or estab-
lished in their original form once and for all: the process of interpreta-
tion and therefore also of reconstruction is — as Battezzato insists — sub-
jective and necessarily open to disagreement and debate. In addition,
advances in linguistics, history, anthropology, not to mention imaging
and computational technologies, affect how we understand and recon-
struct imperfectly transmitted texts from the premodern world.

As for artificial intelligence, its status as a live concern - indeed as
a current cause of concern - is hardly in question. If we consider its
history, though, we realize that this is not especially recent and that
the entire development of the field is characterized by human incom-
prehension and alarm. Once a computational tool is well understood
and thoroughly integrated into human activities, it is often no longer
perceived as intelligent at all. Historian of artificial intelligence Pamela
McCorduck identifies a recurrent pattern from the 1950s to the early
2000s: “if you could see how it was done, people seemed to think, then
it couldn’t be intelligence”.* She tells a story of advances in artificial
intelligence and their subsequent, fitful naturalization into everyday
use — at which point, rather paradoxically, artificial intelligence was
said to have failed.?

Twenty years on from the 2004 edition of McCorduck’s Machines
Who Think, we find ourselves in a time of unprecedented wonder
and alarm at the possibilities of artificial intelligence. Deep neural
networks, in particular, have brought about huge advances in areas
previously thought to be exclusively human, such as conversational
skills, emotional awareness, or driving a car. The very language used to
describe these networks is likely to cause alarm, though ‘deep’ simply
refers to multiple layers in the architecture of a model and ‘neural’ re-
fers to nodes in the model which connect to several other nodes, in a
manner intended to resemble how neurons fire up and connect to one
another in a human brain.

It is possible that this current moment of wonder and alarm at
the achievements of artificial intelligence may lead to a calmer time
in which AI tools are well integrated into human life. It is even pos-
sible that the work presented in this volume may contribute to that
transition, by suggesting ways in which philologists may better un-

1 McCorduck 2004: 423.
> McCorduck 2004: 423.
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derstand and use Al tools in their work. That said, we are not there
yet. We have made some preliminary inroads into the interpretability
of our own model, Logion, by focusing on what is called ‘attention’
in the field of machine learning - i.e. by investigating which parame-
ters are associated with learning which specific features of premodern
Greek - but interpretability remains largely unsolved for Logion and
for natural language processing more generally.? The process of inte-
gration of artificial intelligence is likely to follow different paths from
full comprehension or predictability. After all, those qualities cannot
be straightforwardly applied to human intelligence either: we do not
know exactly how human brains work. What is happening at present is
that the language used to describe machines - ‘intelligence’, learning,
‘attention’ - changes in meaning as we engage in an ongoing competi-
tion between humans and machines.

I offer just one example. Being good at chess used to be considered a
sure sign of intelligence. When, however, an IBM machine called Deep
Blue beat world champion Garry Kasparov in May 1997, that assump-
tion changed. The Economist insisted: ‘we now know that chess-playing
skill does not, in fact, equal intelligence’.* In other words, intelligence
was redefined to protect it as a uniquely human quality and the bar for
computers was, as a result, set higher: machines could not be intelligent
because they did not engage in conversation or read emotions - except
that now they do. It is still tempting to dismiss computer activities as
mere ‘number crunching’ - which is a correct description, of course,
even if it prompts the question of what kind of number-crunching, or
on-off neural activity, explains the human brain. In principle, we can
reverse the line of our investigation and ask not whether machines can
display true intelligence, but whether human brains are, in fact, com-
puters. That too, unsurprisingly, depends on the definitions we adopt.
We can quickly agree that a human brain is not a computer in the
sense that it is mortal, biodegradable, and the result of biological evo-
lution. There are then further questions about the extent to which neu-
ral networks in brains and in computers resemble each other - a point
to which I return at the end of this chapter. For now, I make a more
basic observation. If we define any device capable of implementing a
variety of computable functions as a ‘computer’ — which, incidentally,

3 Cowen-Breen et al. 2023a.

+ Emmott 2003: 13.
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is a standard definition of ‘computer’ in Computer Science - then ‘the
brain is not simply like a computer. It is literally a computer.

Clearly, one of the issues at stake is our use of words. Another is our
openness to artifice and analogy — and our willingness to be impressed
by what we create, especially when we do not entirely control it. In her
expansive history, McCorduck links artificial intelligence to specifical-
ly Hellenic ways of thinking. She writes about the tendency, in Greek
myth, to ascribe anthropomorphic qualities to gods and automata,
emphasizing the artificiality of Pandora, who then nevertheless acts ac-
cording to her own plans, and the human vanity involved in falling in
love, like Pygmalion, with one’s own human-like artifice.* McCorduck
contrasts the tendency to extend the anthropomorphic beyond the hu-
man with the Hebraic proscription against graven images, which she
presents as a warning against confusing representation with the real
thing.” All this is a simplification along the schematic opposition be-
tween Hellenic and Jewish roots — an opposition that can and has been
called into question. Still, conceptually, many of the issues raised by
artificial intelligence have ancient origins, even if, as a field of research,
it emerged only recently.

The birth of artificial intelligence, as a field of academic enquiry, can
in fact be pinpointed with precision. In 1956, four scientists — John
McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shan-
non - submitted an application to the Rockefeller Foundation, asking
support for ‘a two-month, ten-man study of artificial intelligence [...]
on the basis of the conjecture that every aspect of learning or any other
feature of intelligence can in principle be so precisely described that a
machine can be made to simulate it.”® The application was successful
and the now legendary ‘Dartmouth conference’ had two lasting con-
sequences. The first was that it helped define artificial intelligence as
a field of enquiry, by postulating the fundamental hypothesis it seeks

5 Falk 2021, quoting Blake Richards.

¢ McCorduck 2004: 4-6. Hesiod’s account makes it clear that once created, Pandora
used her scheming mind to pursue her own nefarious ends: &vBpwmnotot §’¢pnoato
kndea Avypd (‘she planned terrible evils for men’, WD 95).

7 McCorduck 2004: 7 recognizes that the labels she uses, Hellenic and Hebraic, ‘are
a historian’s convenience to describe two casts of mind, and don’t address the evo-
lution of living cultures or religions’, let alone exhaust ancient reflections relevant to
current developments.

8 McCorduck 2004: 111.
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to test. The second was that the language adopted, specifically the lan-
guage of ‘intelligence’, provoked humanist reactions, thus launching a
game of one upmanship and shifting goalposts. Every advance in arti-
ficial intelligence was met with a redefinition of what counted as true
intelligence and the eventual relegation of machines to a subordinate
role. In chess, for example, computers briefly destabilized notions of
‘intelligence’ before settling for roles in analysis and training, by now
competing in machine tournaments that interest only a small number
of human specialists. Meanwhile it is the human players who continue
to grab the headlines, even though they cannot hope to beat champion
machines like Stockfish or AlphaZero.

In philology, we are still a long way away from having computers
outperform human experts. For one thing, philology is too varied and
multiform a field to be reduced to a game with a straightforward out-
come, a winner, a loser, or a draw.® In order to define philology in that
manner, we need to reduce it to specific and measurable tasks: lacuna
filling is the most obvious, because it is possible to create a fake lacu-
na that accurately mimics real ones (by masking random portions of
text) and we can then ask a philologist and a machine to guess what is
missing. Machine and human conjectures can be checked against what
computer scientists call ‘ground truth’, and philologists call the ‘para-
dosis’, i.e. the transmitted text. We can then establish who wins, or gets
it right, more often. As Brooks and Cowen-Breen explain in chapter
four, we first conceived of Logion precisely as a model that would make
suggestions for lacuna-filling. We then set up an experiment in which
we measured human vs machine success at that task; more important-
ly, we measured success for human-machine collaboration, establish-
ing that the best results were obtained when a human expert had access

9 In the field of machine learning, there is an increasing focus on developing models
that can match human general intelligence. One aspect of this effort concerns the need
to develop benchmarks for measuring the performance of such models: “Humanity’s
Last Exam”, a dataset of 2,700 challenging questions across scores of different fields
of human learning (https://agi.safe.ai/), is one attempt to answer that challenge, see
Phan et al. 2025. Another way might be to focus on a complex philological problem
that can be only be approached by mobilizing different kinds of knowledge and forms
of intelligence, for example, historical, anthropological, geographic, ecological, etc., as
well as linguistic. The philological challenges described by Battezzato in chapter 2 in

this volume are currently very far from admitting machine-generated answers.
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to machine-generated suggestions for lacuna-filling.** This is in line
with a similar evaluation of Ithaca, a model designed to restore, place,
and date Greek inscriptions: in terms of performance measurements,
its creators modelled an approach that inspired our own.**

It is harder to quantify machine, human, and machine+human suc-
cess for the second philological task on which we focused, namely that
of detecting and emending portions of text that were corrupted in the
process of textual transmission. This is because we do not necessarily
have the transmitted text, or ground truth, in the case of textual cor-
ruptions and we cannot have full confidence in our ability to create
artificial scribal errors, in all their complexity and variety, in order to
test the success of machine, human and machine+human attempts at
detecting and emending them. Nevertheless, there are ways to make
plausible simulations and assessments for this task too." In fact, one of
the purposes of this volume is to develop, collaboratively, robust ways
of doing so by using actual scribal errors, rather than simulations.

Competition between humans and machines has been an important
feature of artificial intelligence as a field. Competition among humans
also plays a large role in Greek philology, as Battezzato points out in
chapter two. That said, there is a way of conceiving of philology as
‘a collective effort’, to quote Sebastiano Timpanaro, one of the most
acute theorists as well as practitioners of classical philology.** Specif-
ically, he argues that conjectures are most trustworthy when they oc-
cur independently to different editors, rather than stemming from the
original work of a single human mind.** A similar conception of phi-
lology animates the present volume, even if we widen our philological
community to include machine suggestions. To support that inclusion
in what has been, up to now, a profoundly humanist area of research,

1o Cowen-Breen et al. 2023b. This is an approach we learned from Assael et al. 2022.

" Assael et al. 2022.

2 Cowen-Breen et al. 2023b.

3 Timpanaro 2003: 7.

'+ This aspect of Timpanaro’s thought is explored in detail in Geue 2025. Some of its
claims are anticipated in Geue 2023: ‘in Timpanaro’s account, the history of philology
became a gradualist process involving the work of many unacknowledged hands over
several centuries, rather than the sudden eureka-style spark of a single revolutionary
light bulb. The notion that intellectual history was not linear, but full of cases of people
who had ‘got there first’, became crucial in Timpanaro’s own cultural politics, con-

stantly looking as he did to the past to furnish progressive examples for the present’.
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I outline three virtuous (and associated potential vicious) circles in
the exchange of ideas and practices between artificial intelligence and
Greek philology. The first concerns the circulation of data. The second
focuses on workflows. The third considers capacity building and the
challenges of learning.

Circle One: Data

Computer models can only ever be as good as the data on which they
are trained. ChatGPT, to take one example, ‘exhibits a strong align-
ment with American values, but adapts less effectively to other cultural
contexts [...] flattening out cultural differences’.’> The abundance of
English-language training data explains this general trend, while also
accounting for bias against rare and non-standard uses of English. A
recent study shows, for example, that ChatGPT and other commer-
cial chatbots exhibit prejudice against speakers of African American
English - and this even after receiving specific anti-Black-racist train-
ing; that training, in fact, results in a tendency to express superficially
positive sentiments toward African Americans, while discriminating
against them in ways that reduce their employability and have other
detrimental effects in real life, given that chatbots are now increasingly
used for the initial screening of job applications, for example.*¢

There is an urgent need, in the field of artificial intelligence, to find
ways to honor and protect minority languages and uses of language.
In relation to that goal, it seems to me that philological research can
play a helpful role: editors of ancient texts have long been concerned to
protect rare premodern languages, and even rarer premodern words
and expressions. Already in antiquity, scholars made lists of Homeric
words and expressions that were ‘said only once’, hapax legomena: as
well as protecting such words, those lists helped to normalize the idea
that unique expressions not only existed but deserved attention and
celebration.”” To this day, philology pays attention to the lectio diffi-
cilior, the difficult manuscript reading that is liable to have been sim-

5 Cao et al. 2023.

' Hofmann et al. 2024. The type of anti-Black racist training provided is known as
RLHF (Reinforcement Learning from Human Feedback); for a review see Chaudhari
2024. On the problem of toxicity in ChatGPT, see also Deshpande et al. 2023.

17 On the practices and values of ancient literary scholars, Pfeiffer 1968 is still use-
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plified, or standardized, in the course of textual transmission.’® This
philological care for what is rare, and in danger of being forgotten or
sidelined, speaks to our present moment. It needs to inform collabo-
ration across the fields of artificial intelligence and Greek philology.
More generally, machine learning in many different fields needs to de-
velop better ways of honoring and protecting minoritarian languages
and non-conforming uses of language.

There are many ways to work towards that goal. One step is to ensure
that machines can train on historically deeper and more diverse data-
sets than currently available. At present, many premodern texts are
not digitized at all — and even those that are may not be open access.
Premodern Greek texts are better edited and digitized than most — and
yet they too are unavailable in good digital editions. The largest and
most reliable digital archive, the Thesaurus Linguae Graecae (or TLG),
is not as reliable as the best printed editions and offers no guidance on
gaps or scribal errors (such information is still almost exclusively con-
tained in expensive printed books). Moreover, the TLG itself is hidden
behind a pay wall.

This means that the most exhaustive and accurate digital collection of
premodern Greek texts is unavailable to machine learning. Tools like
Logion would greatly improve their performance if they could train
on better and larger datasets than currently possible. In turn, however,
they could be used to improve our understanding of premodern texts
and, hence, the accuracy of digital archives such as the TLG. This is the
first virtuous circle presented in this chapter.

I offer here just one small example of machine-driven improvements
in human understanding, though this volume contains many more.
As explained in greater detail in chapter four, Logion is trained to flag
portions of text where it suspects that something may have been gar-
bled in the course of transmission. Twice, in a poem by Michael Psel-
los, In obitum Scleraenae, Logion flags the unusual form g\atn (sup-
posedly meaning ‘dearest’, in the feminine) and suggests that it should
be replaced with the standard @\tatn. A quick check in Westerink’s

ful. Niinlist 2009 and Schironi 2018 do not have the same sweeping breadth but offer
much more detailed and up-to-date accounts.

8 West 1973, see esp. 51 on the important difference between ‘a more difficult read-
ing and a more unlikely reading’.

' The Thesaurus Linguae Graecae can be accessed here, via subscription: https://

stephanus.tlg.uci.edu/.



21 1. Virtuous (and Vicious) Circles in Machine-Human Collaboration

Teubner edition of the poem confirms @\atn, once in the vocative,
once in the dative: unlike other instances flagged by Logion, these er-
rors did not occur in the process of digitizing that edition for inclusion
in the TLG.* Now, if we click on those forms, the TLG lexicon gives
us the information that @i\dtn is a rare Byzantine form of the stan-
dard feminine superlative i\tatn. However, prompted by Logion, we
checked two of the three manuscripts consulted by Westerink and es-
tablished that they actually read @iAtéTn, as can be seen in Figures 1a-b
and Figure 2 (we did not have access to the third manuscript, Firenze,
Biblioteca Medicea Laurenziana, Conventi soppressi 627). What we
have here, then, is an error in reporting manuscript readings.

la Michael Psellos In obitum Scleraenae 17.172.

Paris, Bibliothéque nationale de France, Supplément grec, 690 f. 7lr.
Images are courtesy of the Bibliothéque nationale de France.

Any further reproduction by any means is prohibited.

L

1b Michael Psellos In obitum Scleraenae 17.234.
Paris, Bibliothéque nationale de France, Supplément grec, 690 f. 71v.

N R

2 Michael Psellos In obitum Scleraenae 17.234.
Citta del Vaticano, Biblioteca Apostolica Vaticana, Vat. gr. 1276, . 56v.

i i e e

Figg. 1a-b and 2. Prompted by Logion, we note that in Psellos’ poem 17, In obitum
Scleraenae, lines 172 and 234, two of the three manuscripts that transmit the poem
read @I\TdTn - not @\atn, as printed in the Teubner edition and reproduced in the
TLG. (We could not check the third manuscript.) On the basis of these misread pas-
sages in Psellos and a third instance in Anastasios Gordios (also an error), the TLG lex-
icon claims that @\dtn is a Byzantine form, rather than the result of modern mistakes.

Here we see how an error in a modern edition was transformed by
philologists into a rare Byzantine form. In this case, the tendency, on

* Westerink 1992.
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the part of machines, to privilege what is statistically most likely leads
to checking the manuscripts and reading them correctly.

There are many other cases, however, where machines could learn
from unlikely uses of language. Michael Psellos, for example, occa-
sionally describes himself as having a female soul inside a male body.**
When prompted to identify the earliest occurrence of such a state-
ment, ChatGPT points to Chevailer d’Eon in the eighteenth century
(Figure 3), though Psellos provides evidence for such self-description
in the eleventh century. There are many reasons for Psellos’ lack of
impact here. Among these, the first and most fundamental is that his
autobiographical works are simply unavailable, open access, in digital
form. In short, they do not exist, as far as machine learning is con-
cerned. They also do not exist as far as English readers are concerned,
because they have never been translated. Again, the task of translation
would benefit from machine input. I note here that even models that
perform better than ChatGPT at this kind of general-knowledge ques-
tion would not be able to arrive at Psellos: this kind of knowledge is
currently quite simply not accessible to machines.

what is the first example of someone who feels that
although their body is male their soul is female?

&) The idea of someone feeling that their soul does not match their physical body has
historical roots, although early examples are often interpreted through the lens of
contemporary understandings of gender and identity. One of the earliest
documented examples of an individual expressing such a sentiment is likely from

the life of Chevalier d'Eon (1728-1810), a French diplomat, soldier, and spy.

Fig. 3. ChatGPT, accessed in July 2024, claims that one of the earliest examples of
someone thinking of themselves as having a female soul in a male body dates to the
eighteenth century. Psellos describes himself in those terms in the eleventh century. It
is possible that, as a result of our work on Psellos and, more generally, our collective
intent to open up the archive of premodern texts, answers to questions of this kind will
become more accurate.

Philologists tend to draw a sharp distinction between proper edi-
tions of premodern Greek texts (which have an apparatus criticus but

2t See, for example, Ep. 128.29-41 and Ep. 306.19-20, with Papaioannou 2013: 192-

231.
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no translation) and editions intended for a broader readership of stu-
dents, teachers, and the general public (which include facing transla-
tions but usually give little or no information about textual problems).
In the digital humanities, the TLG is used regularly for the purpose of
preparing critical editions (even if it does not itself include a text-criti-
cal apparatus), while Perseus Digital Library serves more general needs
by offering a narrower selection of texts accompanied by out-of-copy-
right translations.?> My point here is that it would be helpful to move
beyond this notional division between expert and general readers and
ensure that a much wider range of premodern Greek texts becomes
available in digital form, open access, and accompanied by working
translations.” Artificial intelligence can help achieve this goal - but
only if we begin by assembling a large enough dataset, something on
the scale of the TLG, and make it open access.*

Circle Two: Workflows

In addition to the challenge of making historically and linguistically
more diverse data available to machines (and using machines to make
such data more easily accessible and comprehensible to humans), we
need to establish better working relationships between machines and
human experts in the restoration of premodern texts. To do so, we can
begin by asking what counts as good work in each of the fields involved
in our experiment, artificial intelligence and Greek philology. When
it comes to evaluating computational models, success is generally sta-
tistical. We have already seen an example of this when I summarized
how we evaluated Logion for the task of lacuna filling: does the model
perform better than a human being when we mask a portion of text
that has actually been transmitted? Does a human being with access to
Logion suggestions perform better than without? These seem straight-
forward questions but, in fact, there are several problems lurking just
below the surface of what seems to be an objective approach.

22 It can be accessed here: https://www.perseus.tufts.edu/hopper/.

3 See also Graziosi et al. 2023.

4 DeepSeek-R1, an open-source model from China, recently made the headlines
for beating state-of-the art models from closed source companies (OpenAl, Google)
by using a new method for reinforcement learning - at seemingly a fraction of the cost.

This victory bodes well for open-source approaches. See Guo et al. 2025.
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One obvious difficulty is which human being we may want to pitch
against a model. Tasked with evaluating Ithaca, its creators measured
machine success against the performance of ‘two graduate students in
ancient history’.?> That hardly seems fair to humans, given that students
are by definition still in the process of training, but the problem would
persist even with the involvement of world-recognized specialists in
Greek epigraphy. There is, in fact, no universally recognized Kasparov
in the study of ancient texts, quite simply because philology is a var-
ied, subjective, and collective endeavor. Widespread engagement with
computational models on the part of several human experts is there-
fore key. And here we must confront a curious fact. Ithaca garnered
enormous attention in the media, making it to the frontpage of Nature
on March gth, 2022: according to the experiment set up by its creators,
it surpassed human beings (or: the two human beings involved in the
experiment) at filling lacunae in Greek inscriptions, even if humans
could then further improve on machine-generated results once they
had access to them. The question I wish to ask here is simple: if Ithaca
is so successful, why are professional scholars not making more use
of it? Why has the model not become part of their regular workflow?

It may be tempting to blame the conservatism of scholars engaged in
the study of ancient texts, but that is not a sufficient explanation. Those
who devote their lives to restoring premodern texts will adopt any new
tool or method - should it prove to be genuinely useful. In other words,
adoption and use, in addition to statistical evaluation, should count as
a measure of success. That, in turn, means it is important to publish
significant results, in order to make the case for artificial intelligence in
the field of Greek epigraphy and, more generally, Greek philology.>* To
encourage use, it is also important to enable scholars with no training
in computing to use tools like Ithaca and Logion. Neither is, at present,
especially user-friendly. That said, a more accessible front-end design
would not necessarily increase adoption. In fact, it could jeopardize
the reputation of artificial intelligence among human experts, should a
tool prove easy to use but underwhelming in output. In the case of Lo-
gion, there is no doubt in my mind that further development is more
urgent than front-end design.

The main point I want to make here is that, to ensure further devel-
opment, we need to consider what counts as success not just in arti-

> Assael et al. 2022: 286.

26 That was one of the stated aims of Graziosi et al. 2023.



25 1. Virtuous (and Vicious) Circles in Machine-Human Collaboration

ficial intelligence, but in Greek philology. That is best understood in
relation to its main goal, that of ‘making sense of texts’, in Pollock’s
straightforward definition, and in relation to philological workflows.>”
To start with those, philologists usually begin by reading carefully.
If they plan to make a critical edition of what they are reading, they
consider the possibility that something might have gone wrong in the
transmission of a premodern text, asking whether the scribes respon-
sible for copying it missed some words, or misspelled, or filled in, or
modernized, or simplified what they were themselves reading and
copying. When different manuscripts of the same text survive, philol-
ogists pay particular attention to variant readings, trying to evaluate
them and account for their origin. Once textual problems are identi-
fied through reading, philological workflows can be roughly divided
into two further stages, well described by A. E. Housman in an article
published over one hundred years ago.”® After the identification of tex-
tual problems, there needs to be a degree of philological intuition to
conjecture what might have gone awry in the process of transmission.
Next, conjectures need to be subjected to careful scrutiny. Computa-
tional advances have transformed that last part of the process: editors
now check emendations and supplements via TLG searches and other
forms of corpus analysis. However, when it comes to the earlier stag-
es of the work, practices have hardly changed since the time of A. E.
Housman.>

In the account offered by R. G. M. Nisbet, himself an outstanding
philologist as well as a self-declared admirer of Housman, the best con-
jectures pop up while ‘on holiday, when one feels no obligation to be
busy, and the relaxed mind summons up and integrates things long
forgotten. The period after Christmas is particularly productive, when
everything is shut and one is slouched in an armchair half-asleep. The
Muse of Textual Conjecture (let us call her Eustochia) only visits those
who have worked, but she does not visit us when we are actually work-
ing.”® Apart from noting, with Scognamiglio, the whiff of elitist, lei-
surely self-regard in this image of the scholar at rest, the point I would

27 Pollock 2009: 934.

28 Housman 1921.

» On the separate stages of conjecturing and justifying the conjecture, see also Bat-
tezzato 2019 and 2021.

3 Nisbet 1991: 91.
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like to make here is that artificial intelligence can help, should Eusto-
chia fail to show up after Christmas.>

As several articles in this volume demonstrate, Logion can identi-
fy portions of text that seem problematic and suggest ways to emend
them. At present, two difficulties prevent philologists from taking ad-
vantage of the insights it provides. The first centers on the problem
of persuasion: experts need to be convinced that machine-generat-
ed suggestions are of good enough quality to justify the adoption of
new methods. The second difficulty, again in human terms, is ease of
use. Philologists generally have no expertise in machine learning: any
computational tool designed to assist them needs to be user friendly.
Roughly speaking, in technological terms, these two issues relate to
model performance and front-end design.

Model performance needs to be addressed first, for reasons that
have already emerged. If an instrument like Logion is easy to use, but
produces poor results, it will quickly be dismissed. In fact, it may lead
philologists to conclude more generally that machines cannot offer
meaningful assistance in making sense of texts. To improve model
performance, we need to measure success — and here human feed-
back on machine-generated results (feedback of the kind provided in
this volume) is of the utmost importance, for at least two reasons. The
first is that publishing philologically significant results can help make
the case for using tools like Logion. The second is that once we have
enough human assessments of machine-generated results, it is possi-
ble to ask a machine to learn from those assessments and indeed use
them to benchmark machine performance.3

Ideally, it would be good if Logion were able to identify textual prob-
lems that have escaped the attention of human editors and offer con-
vincing conjectures for how to emend them. Human editors would
then still have the task of justifying why those conjectures are, indeed,
convincing, but the first two phases of the philological workflow would
be transformed. Now, it must be said that Logion rarely identifies tex-
tual problems and straightforwardly solves them. More often it points
to modern misreadings and mistakes (such as @\dtn); unconvinc-
ing editorial decisions in the face of variants; typographical errors; or
digitization mistakes. Still, occasionally, it does offer something that

3t Scognamiglio 2021 carefully traces various allusions to famous philologists (Bent-
ley, Ruhnken, Housman) contained in Nisbet’s portrait of the scholar (not) at work.

32 See Brooks et al. 2025.
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genuinely impresses. Figure 4 shows how Logion-generated results are
currently formatted. Flag 289 suggests that the word ofkot (‘at home’)
should in fact read ofpot (‘alas’). With this information, it is possible
to search the TLG, find the relevant portion of text, translate it, and
finally arrive at an assessment of Logion’s suggestion (a cumbersome
process we are currently streamlining).

m
Flag 289
The 180th word of this paragraph (#255) is suspicious.

OIKOl — OIlOL 3.92 x 1005 _ 1.9%

ouTw BE TUYXAVOUOQ TIAYKAKOV TEPAG EXEL Tt KA1 BEAYNTPOVY £1G Bpa)uv XPOVOY - OTAV Yap EVIOG Tou
Baraveiou yevn, puwpag eautov e1§ uSwp unepleov, manai noong av ndovng awbn ToTe, avTippomou
noong Te NG akyndovog eKe1BeV EKBag, EITA KVWUEVOS MaAlv. MANV aAl’ 1ATPE XPIOTE TWV VOOT|HATWY,
Sog eEavanveuoal pe g apyaleag, g npokevou pot ( $eu ) moong andiag. kav cuk eraxfeg eotiv o
¢pacal Belw, KEABUOOV QUTNV, o1a Saipovag aAal, MNoUCav NHAg TOUG TETAPIXEUPEVOUG, OUG

eEETNEEV EK [IAKPWV N3N XPOVWYV, TIMVAI NPOG AUTOV aSPIavoV WG Taxog, ToV ayplov ouv, TV
miapovov GuoLY. KOUNG TIG EOTI, TOV XPOVOV KATA KPOVOY, OG EV VAW MaAal JE TwV anooToAwv BeAovta
noprmyv v Baothewg BAenev avniewg etunte ( ¢eu pot ) Tw Eukw, wpoug, kKepahny, wta, MAEUPAg Kat

OKeAN nauwv apeidwe, mav PeAog Lol ouvTpIBWY. pEUYELY & epoXBouV Kal GUYTIC OUK NV TOTOG, WOTEP
TIOTAUOU TANUHUPOUNTWY TWV OXAWY, EWS AMENWY, NuBvng, Bpaxu nvewv, okol oTtevalwy, AEImoBupwy
WXOHMV. KAl YUV EV UTIVOIG TOV KopuvnTnv BAenwy opuwpevov Tugal pe Kai 818oug Spopw, AEImw Tov
£XBpOV Kal TOV UTIVOV QUTIKA. TOU YPEAAOU EIG THV Taga KTioG KAGUOOV |1€ ToV mapaBatnyv. wg
Sakpuov otakaEov, oupave, SpOooV Kal OTRAOV aIOXPWY EKTAUVOV HOAUONATWY * NALE, SUCWIM ooV
nAlov ueyav YuxT v OKOTEIVIV $@TLOOL KL Kapdiay * oTNT® OeANVT], Kal XOPog TWV QOTEPWY QITEITE
AuTpov Twv epwy eykAnuatwy - 1 yn Bongov ex peong g kapdiag, opn otahaypov exBAucarte
Sakpuwv, Balagoa kAauoov KAauBpov nAenuevov, aBuooE GwVNV MELYPOV EIS TOV SECTIOTNV. )
TIPOGNTWV, TATPLAPXWY, TAPBEVWY, AMOOTOAWY, HAPTUPWY Kal SISA0KAAWY, MAVTWY SIKAIWV, LE
oehacpopwy, ElE KpaTawoarte Tw Beww pofw - appayig npodnTwy Kl TeEAOG Benyopwy, epou
$povTicov TOU KaTECTIAWHEVOU, Kpouvoug BpaBeucov dakpuwv Puxotpodwy, Beiw GpoBw cwoov ue
kal nap” alav. Bpovol, XEpoufiy Kal oEpadIy Kal vool, KUpLoTnTeg, Suvauelg, eEouaial, apywv
apxayyeAwv te Tagelg ayyeAwy, upwv Aitalg cwoarte Tov napafatny. ayaBornoie vikoAae, napeve,
Tpeafeucate vuv UNEp aBAiwTaTou S0UAOU KaKIOTOU Kat Alav mavaBAiou.

p=478

Fig. 4. Flag 289, in a Logion report as currently formatted, suggests that the word ofkot
(‘at home’) should in fact read ofpiot (‘alas’). The report refers to [Psellos] poem 62, In
scabiem, line 62. Here Logion identifies a previously undetected textual problem and
offers a convincing emendation.

The text in question is poem 62, In scabiem, in which a certain Mi-
chael (not necessarily Psellos)* wishes scabies on a man who mistreat-
ed him in his youth (62.53-62):

KOWNG Tic €01, TOV xpovov katd Kpdvov,
36 &v vad mdhat e TOV ATOoTO WY
Bé\ovta mopmiv v Pachéwg PAémety
avnhe@g Etumte (@ed pot) 1@ Eulw,
DOHOVG, KEPAANY, DTA, TAEVPAG Kail OKEAN
naiwv 4@elddg, Tav péAog ot cuvTpiPwy.

33 Westerink 1992: 429 doubts authenticity, arguing that Michael Psellos adopted
the name Michael on becoming a monk and that a monk would not have been so

brutally treated.
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@ebyev & éuoxBouv kai guyig odk v TOTOG,

domep motapod MAnUEpoLVTOVY TOV SYAwV,

€w¢ amemav, NuOvig, Bpayd mvéwv,

oikot otevalwv, AetmoBuu®y @XopnV.

He is some sort of count, a man as old as Kronos,

who once, long ago now, in the Church of the Apostles,
gave me a brutal hiding with a stick, poor me,

while I was standing there, hoping to watch the king’s procession.
He worked my shoulders, head, ears, ribs, and legs,
without mercy, crushing my every limb!

I did my best to get away but there was no room to escape,
because the crowds were pressing on like a river.
Eventually, defeated, half-dead, and barely breathing,
wailing at home and almost fainting I got away.

It must be said that ofkot does not make much sense in context. Poor
Michael, at this point in the narrative, is not at home, but still in church,
and the verb he uses to describe his own wailing (oteva{wv) has tragic
resonance, so adding an ‘alas’, oipot, would fit well.’* In fact, Logion’s
suggestion makes so much sense that, on first seeing the report, our as-
sumption was that oikot must be a digitization error in the TLG, or pos-
sibly a typographical error in the Teubner edition, much like giAatn.

In this case, however, the manuscripts do in fact read oikot, as shown
in Figures 5 and 6. So what we have here is a case where Logion suc-
cessfully performs the first two phases of a well-established philolog-
ical workflow. It seems to me that Logion identifies a genuine case of
textual corruption and convincingly emends the text. A search of the
TLG provides a good parallel: Constantinus Stilbes, describing the fire

34 More generally, In scabiem is mock-tragic, and explicitly so, see esp. 10-11:
Ovk €0ty 0088V Setvov, OF einely, Tdbog
XEIPOV, Tpaywdé, KVNOHOVAG Ywparéag.
There is no dreadful suffering, so to speak,
worse, o tragedian, than itchy scabies.
The lines rework the opening of Euripides’ Orestes:
Ovk oty 008EV Setvov O eimely #mog
08¢ mdbog ovdE Euugopd Bentartog,
1G ovk &v dpart’ &xBog &vBpwmov gualg.
There is nothing dreadful, so to speak,
neither suffering nor god-sent calamity,

whose burden human nature will not bear.
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that ravaged Constantinople in 1197 CE, writes in Carmen de incendio,
1.925f. oipot oteva&w toig dAalnTolg yoois / €wg opd mop, TV @Bopav
¢ matpidog (‘alas, how I shall wail with loud laments as long as I see
the fire, the destruction of the fatherland’).

5 [Michael Psellus] In Scabiem 62.

Paris, Bibliothéque nationale de France, Supplément grec, 690 f. 113r

The image is reproduced courtesy of the Bibliothéque nationale de France.
Any further reproduction by any means is prohibited.
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6 [Michael Psellus] In Scabiem 62.
Firenze, Biblioteca Medicea Laurenziana, Pluteo 32.52, f. 124v
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Figg. 5 and 6. At line 62 of In scabiem, the relevant manuscripts read oikot, as shown
by the red circles. The blue circles show that the letters yu and x are sometimes hard to
distinguish: this may be one of the reasons for the scribal error identified via Logion,
but there are also other and more compelling considerations that help explain the
genesis of ofkot (‘at home’) for ofpot (‘alas’). Various glosses suggest that ofuot was
not in common use and the scribe may have been in a rush to place Michael safely ‘at
home’, after his ordeal.

Perhaps the passage in Constantinus Stilbes played a role in the
emendation proposed by Logion, but we cannot know: Logion is es-
sentially a black box. It cannot justify an emendation, as I have just
done, by reference to the situation being described, or the influence
of Greek tragedy. Likewise, it cannot explain why oipot might have
become oikol. Future ‘general intelligence’ models might perhaps be
able to do that and, in fact, this kind of philological problem would
be a good test-case for assessing their performance.’s> Three consid-

35 This is the kind of problem that could be added to the dataset in Phan et al. 2025.

See above, n. 9.
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erations may help account for the corruption: one paleographic, the
second lexical, and the third, as it were, psychological, or even a matter
of human embodiment. As the second manuscript in Figure 6 shows,
some hands write p and k almost indistinguishably, so it is possible
that the scribe misread the text he was copying. This misreading may
also reflect the fact that ofpot was not in everyday use, but rather repre-
sented elevated diction.*® It also seems to me that the scribe may have
sympathized with Michael’s predicament and rushed him home rather
too quickly, and at the expense of proper grammar, to protect him
from the blows that were raining down on him.

Examples of the kind I have just given help to illustrate the bene-
fits of using artificial intelligence to restore premodern texts — while
also showing all the different kinds of human reasoning that need to go
into solving philological problems. Machines are still far from display-
ing that kind of general intelligence and knowledge base. The point,
for now, is simply that we need good enough machine performance,
to justify the effort involved in working with a model like Logion. To
address the issue, I propose the following virtuous circle. By publishing
philologically significant results, we make the case for instruments like
Logion. It is already clear that the model is capable of identifying previ-
ously undetected textual problems and that it can propose solutions to
genuine difficulties. Once philologists begin to work with Logion, they
are in a position to offer assessments of its results. Thanks, not least, to
the work done in preparation for this volume, we now have a sufficient-
ly large database of such assessments to offer feedback to Logion and let
it train on its own successes and failures as assessed by humans.

We can also use our database of human assessments to measure the
performance of different model architectures: a preliminary study we
have just completed suggests that ELECTRA may be more effective
than BERT at detecting scribal errors.”” At a more detailed level, we
can recognize recurrent problems and devise algorithmic solutions.

3¢ We find ofpot also in line 56 of In scabiem, at least according to Paris, Biblio-
théque nationale de France, Supplément grec 690, dating to the late eleventh century:
€ruyav ofpot. The later manuscript that preserves the poem (Firenze, Biblioteca Medi-
cea Laurenziana, Pluteo 32.52) from the fourteenth century, reads étvnte @ed pot (and
Westerink adopts that reading in his edition). It seems that ofpot was often glossed
with the more common ¢ed poy, see e.g., schol. to Aristophanes Wealth 389 and 1125,
a consideration that would militate against Westerink’s editorial choice.

37 Brooks et al. 2025. For ELECTRA, see Clark et al. 2020.
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For example, as a result of the work presented in this volume, we now
know for sure that a recurrent problem in Logion-generated results
is the outsized influence of very common words.’* Making use of TF-
IDF (Term Frequency Inverse Document Frequency), a metric de-
signed to address this kind of problem, is likely to improve results.?* So
much for my second virtuous circle, involving a productive workflow
between humans and machines. The corresponding vicious circle is,
unfortunately, all too easy to envisage: if artificial intelligence produc-
es underwhelming results in the eyes of human experts, they see no
reason to engage with computer models. Worse still, human expertise
may be sidelined altogether, with terrible consequences. Already now,
there are publications in reputed outlets that falsely claim machines
are better than human beings at restoring ancient texts.* Should such
claims be widely believed, we would initiate an alarming vicious cir-
cle: texts allegedly restored with the help of Al tools (which, by virtue
of their training, tend to abhor the lectio difficilior) would be used to
train the next generation of Al tools, resulting in an ever increasing
falsification and banalization of the historical record. I note that this
is already a recognized problem for Large Language Models initially
trained on human-generated texts but now feeding on texts generated
by artificial intelligence, i.e. as one peer reviewer of this volume put it,
their own ‘slop output’. In subsequent iterations, Al generated texts
cannot but become ever sloppier. The incomprehension between phi-
lologists and machine-learning experts may be thought not to mat-
ter much - just one more example of failed interdisciplinarity among
many - were it not for the fact that making sense of premodern texts is
an under-resourced and crucial task (also, as we have seen, in the face
of ever-increasing focus on what is statistically most likely). There is,
then, a need to build capacity.

Circle Three: Capacity Building

Experts in brain network dynamics, in collaboration with computer
scientists, have recently argued for a key difference between artificial

3% The problem is systematically addressed by Li and Haubold in chapter 5 in this
volume.
9 See Wu et al. 2008.

#© Assael et al. 2022.
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and human intelligence. Models like Logion learn by a method known
as backpropagation, or gradient descent, as Brooks and Cowen-Breen
explain in greater detail in chapter four. What this means is that Lo-
gion attempts a task, learns from its successes and failures, and ad-
justs its parameters to increase its success rate. Some have argued that
the brain learns in a similar way, but this has recently been called into
question. It now appears that the human brain first settles its neural ac-
tivity into a configuration that aligns with a prediction, and only then
adjusts synaptic connections.*

I mention this new study because it seems relevant to many of the
issues raised in this chapter. First, while we cannot reconstruct ex-
actly how a model like Logion arrives at the suggestions it produces,
this is also true of human philological reasoning. There is a black-box
problem with models like Logion, to be sure, but a human philologist
slouched in his armchair ‘in the period after Christmas’ seems equally
inscrutable. In short, we do not know exactly how the human brain
works, just as we cannot reconstruct exactly through which pathways
Logion arrives at the results it produces. New insights into the neu-
rological activity of the brain may in fact suggest ways to build better
models. Vice versa, as we study machine-learning models and their
outputs, we may become more aware of our own patterns of thought.
As Haubold argues in chapter three, artificial intelligence can some-
times help to correct human bias precisely because, at least for now, it
works differently and on the basis of different data.

Secondly, if indeed the human brain first settles into a configura-
tion and then adjusts connections to minimize error, this would help
to explain why we do not necessarily forget old knowledge when we
learn something new. The point here is that ‘the undesired and unre-
alistic side effects of learning with backpropagation are closely related
with the phenomenon of catastrophic interference, where learning a
new association destroys previously learned memories’.+ In the study
I summarize here, the problem is illustrated via the ‘intuitive example’
of a bear not forgetting the link between the sound of rushing water
and salmon on account of a temporary ear infection, but rather adding
the knowledge that sight of a river still promises lunch, occasionally
also without sound effects. If we are willing to extend our intuition
beyond this survival-focused example to broader cultural practices, we

# Song et al. 2024.

# Song et al. 2024: 349.
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may have new ways of understanding the humanist impulse to pre-
serve old knowledge. Such knowledge may, in fact, help ‘to rapidly
adapt to changing environments’.*

The task of preserving the global archive of premodern texts, by
making it accessible and more easily intelligible to present and future
generations of humans, is daunting. This volume focuses on premod-
ern texts in Greek only, but one uplifting consideration is that the
methods piloted here can be used for other premodern languages and
archives too. Simtho, the Thesaurus of Classical Syriac, is a good can-
didate for capacity building of this kind.** At the moment, that archive
collects texts digitized by Optical Character Recognition and then cor-
rected by hand: Logion could, at the very least, direct human attention
to portions of text that are unlikely to have been digitized correctly.
The more general point here is that artificial intelligence can help us
move away from zero-sum struggles for attention and resource in the
study of premodern texts. Focus on canonical Greek can help develop
effective approaches for the task of ‘making sense of texts’ also for late
antiquity and the Byzantine period. Machine-learning methods can
moreover be applied to other languages, provided we have sufficient
training data.

The virtuous circle needed for capacity building would work as fol-
lows. First, we need sufficient data to train a model in a specific lan-
guage, in our case premodern Greek. Then we need good patterns
of collaboration, between humans and machines, to achieve the best
possible results and, in the process, further train both machines and
new generations of human philologists, as is happening in this volume.
And, finally, we need to share algorithms and human insights so that
new knowledge can help preserve old texts. Conversely, the idea here
is that old knowledge can improve our human (and machine) capacity
to learn new things.

+ Song et al. 2024: 354.

# Simtho is available, open access, here https://bethmardutho.org/simtho/. In our
view it already has sufficient data to train Logion in classical Syriac. Logion in turn
would speed up the process of adding data (i.e. texts) to the Thesaurus, and improve

its accuracy too.
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2. The End of Philology?
Human and Artificial Intelligence

This chapter discusses how artificial intelligence impacts how classical phi-
lologists see the goals of their discipline and their own activities. The first
section discusses the possibility, notably discussed by Nietzsche, that classical
philology will at some point end. This is in turn linked to the idea that it is
possible to produce definitive editions of classical texts. The debate between
Pasquali and Romagnoli, in the years 1917-1920, highlighted the need to fo-
cus philological activities on texts that were not central to the canon, avoid-
ing texts which already received supposedly definitive editions. The chapter
argues that subjectivity is a central element of the philological practice. It also
argues that philologists often present their conjectures as a way to access the
subjectivity of ancient writers. Wilamowitz even suggested a religious expla-
nation, derived from Plutarch’s daemonology. The rhetoric of presenting a
conjecture is often based on the concepts of truth, certainty, finality. Con-
jectures immortalise their authors. An Al ‘conjecture’ is deeply subversive of
the religious and immortalising language of classical philology outlined here.
However, Al can be extremely helpful in editing a large number of non-ca-
nonical texts that still lack reliable editions.

Keywords: Artificial Intelligence; Classical Philology; Textual Criticism;
Wilamowitz; Pasquali; Ancient Greek; Premodern Greek

1. The End of Philology

Has the philological study of the Greek and Latin classics come to
an end? Philology has been declared dead for over a hundred years.’

' This first section revisits some of the ideas which I presented in Battezzato 2023.
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Yet, in the 19th century it was considered the queen of the sciences.” It
was certainly the dominant approach in the humanities. Philology was
not thought to be limited to textual criticism, but included the study of
manuscripts, the interpretation of texts, and more generally of litera-
ture and civilisation. In French and English (but not in Italian), it also
included the study of languages.’ The attacks on philology had both
political and scientific motives.

At the beginning of the 20th century, many scholars, especially in
the countries that fought against Germany in the First World War,
began to challenge the status and importance of philology. Some of
them were motivated by political chauvinism: they felt they had to take
a stand against the (German) philological enemy.

Part of the problem, however, was related to the nature of the dis-
cipline: was there a future for philological studies? The philological
enterprise, if ‘philology’ is used strictly in reference to textual criti-
cism, is based on the collection and interpretation of evidence. At the
beginning of the 19" century, it seemed like a vast undertaking. The
new methods, inspired by A.W. Wolf, A. Boeckh, and K. Lachmann,*
required that all ancient texts be edited anew. All the manuscripts of
ancient texts had to be read, collated, and organised into a stemma,
before ‘scientific’ editions could be published; all the inscriptions of
antiquity had to be transcribed, catalogued, and published. The ‘field’

* Kurtz 2021: 752; Turner 2015: x (‘king of sciences’); see also Pollock 2009: 939
“Hindustan, where philology -rather than mathematics or theology - had always been
the queen of the disciplines”. Until the 19th century, the queen of the sciences was the-
ology: van den Brink 2019: 450. Foucault 1970: 281-2 claims that “the birth of philolo-
gy has remained much more hidden from Western consciousness than that of biology
and that of economy”, in spite of the fact that “its consequences have extended much
further in our culture”; by philology Foucault actually means comparative linguistics
(especially Indo-European comparative linguistics).

3 See e.g., Watkins 1990, Pollock 2009, Daston and Most 2015 (esp. 370 n. 1 “By
‘philology’ we mean, in the present context, the rational, disciplined, and institution-
alized form of interpersonal research, testing, and communication, directed to (above
all, written) texts [...]. We take ‘Classical scholarship’ in a broader sense — essentially
that of Friedrich August Wolf and August Boeckh - to include all the disciplines that
try to cast light upon the whole of Greek and Roman antiquity, including history, lin-
guistics, numismatics, epigraphy, papyrology, history of institutions, religion, and so
forth”), Lonnroth 2017 and 202o0.

4 Wolf 1807, Timpanaro 2005, and the relevant chapters in Lanza and Ugolini 2022.
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of philology (an important metaphor) was vast: ‘the harvest truly is
plenteous, but the labourers are few’. But philology was presented
as an empirical discipline. It focused on data, and had a very precise
methodology for analysing them. This meant that philology was, in
principle, a finite enterprise. There are a finite number of manuscripts
and texts. When all the texts have been edited, all the manuscripts read
and examined, the enterprise is over. In 1875, in the notes for a book
he never completed, Nietzsche wrote that

Die Philologie als Wissenschaft um das Alterthum hat natiirlich keine ewige
Dauer, ihr Stoff ist zu erschopfen.

Philology, as a science concerning antiquity, naturally does not last forever,
and its material must run out.’

After a century of philological endeavours, some began to think that
the field of classical philology was barren.

In 1917, the Italian scholar Romagnoli launched a strongly worded
attack on German ‘scientific’ philology. He argued that Italian scholars
had been lured into philology at a time, the end of the 19th century,
when the work was already done:

quando I'Italia fu spinta nel nobile arringo della filologia scientifica, il meglio
del lavoro era gia compiuto. Le vigne erano state gia vendemmiate, s’era fatta
anche la ribriiscola. Non rimaneva che qualche acino qua e la, sfuggito agli oc-
chilincei delle spigolatrici. Fruga fruga, i poveri Italiani trovavano poco o nulla.

when Italy was thrust into the noble joust of scientific philology, the best work
had already been done. The vineyards had already been harvested; there was
nothing left to glean. All that remained were a few grapes here and there that
had escaped the lynx-eyed gleaners. The poor Italians rummaged and rum-
maged, but found very little, or nothing.®

The evidence allowed only a meagre harvest. The problem was not
only that the data was limited, but also that the methodology yield-
ed uncertain results. Philologists reached different conclusions using

5 My translation from a text by Nietzsche, written in March 1875, and published in
Colli and Montinari 1967: 107 as fragment 5 [62].

¢ My translation from Romagnoli 1917b: 175 = Romagnoli 1917a: 164.
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the same methodology. Different scholars offered different stemmata
for the same manuscript traditions; different scholars offered differ-
ent assessments of the authenticity of authorial attributions; Homeric
scholars reached different conclusions about the origin of the Homeric
poems.” The philological method was based on rules that were often
applied mechanically and produced absurd, or contradictory, results.
In 1922, Housman claimed that the ‘scientific’ method of 19th-century
philology was no progress at all:

It is supposed that there has been progress in the science of textual criticism,
and the most frivolous pretender has learnt to talk superciliously about ‘the
old unscientific days’. The old unscientific days are everlasting, they are here
and now; they are renewed perennially by the ear which takes formulas in,
and the tongue which gives them out again, and the mind which meanwhile
is empty of reflexion and stuffed with self-complacency. Progress there has
been, but where? In superior intellects: the rabble do not share it.*

Here, then, the idea of methodological progress was sacrificed in
favour of celebrating superior human intellects, not least Housman’s
own: as I argue below, philologists have often been keen to celebrate
their own and their colleagues’ prowess. The ‘philological method’ also
faced criticism for its rigid rationalism, which can foster general doubt
about textual transmission or even historical facts: ancient texts may
be corrupted, and often report fanciful or contradictory information.
One could thus argue that it is impossible to be absolutely certain of
the soundness of a text. The same method could also, paradoxically,
lead to universal credulity: several manuscripts attesting to the same
text, several texts attesting to the same construction, several texts co-
herently reporting the same event could lead to the fallacious conclu-

7 On the stemmata of manuscript traditions, see e.g., the different cases analysed in
Pasquali 1934. On authenticity, see e.g., the controversy about Plato’s Seventh Letter:
Pasquali 1938: 47-154, Frede in Burnyeat et al. 2015: 6-8, for surveys of 19th-cen-
tury scholarship. On Homer see e.g., West 2011: 55-8; he emphasises that “a series
of scholars reached a considerable degree of accord” (58), while acknowledging that
“each critic has his own analysis, and no two agree exactly in their reconstruction of
the original continuum” (57); West emphasises that some conclusions were widely
shared, in spite of notable differences.

® Housman 1922: 84 = Housman 1972: 1069. See the discussion of these problems

in Battezzato 2021: 29-34.
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sion that its contents ought to be accepted. The Italian philosopher and
historian Benedetto Croce wrote in 1913:

Applicando invero il piti rigoroso metodo delle testimonianze, non c’¢ testimo-
nianza che non possa essere messa in sospetto e infirmata, e la storia filologica
conduce a negare la verita di quella storia, che voleva costruire [...]. Col meto-
do filologico non v’ha modo di rigettare nemmeno i miracoli, riposanti sulle
medesime attestazioni onde si tiene accertata una guerra o un trattato di pace.

Indeed, if we apply the most rigorous method of examining the evidence, no
testimony is beyond suspicion or invalidation: philological history ultimately
denies the truth of that history which it sought to construct [...]. With the phil-
ological method, there is no way of rejecting even miracles, which are based on
the same attestations by which a war or a peace treaty are considered certain.’

Some of the attacks on the philological method were politically
motivated.” As Terry Eagleton put it: ‘Since England happened to be
passing through a major war with Germany, it was possible to smear
classical philology as a form of ponderous Teutonic nonsense with
which no self-respecting Englishman should be caught associating.™
Italian and French scholars shared similar feelings.*

But the reasons were not only political. Other fields, such as the
study of linguistics and modern literature, abandoned ‘philology’ as
a method or a label in favour of other forms of self-identification. The
Department of Comparative Philology at Harvard changed its name
to the Department of Linguistics in the late 1940s.”* Linguistics and
literary analysis ‘may be seen as sibling disciplines in that they were
born of the same parent, philology’; so much so that one can trace the
path ‘from philology to English studies’.*

o My translation from Croce 2007: I, 254. The original version of the essay was pub-
lished in 1913; the first Italian edition in book form was Croce 1917.

* Not Croce’s; he published his book first in German: Croce 1915. When Croce
published his book in Germany, Italy was at war with Austria, not with Germany (Italy
declared war on Germany in August 1916).

1 Eagleton 2008: 25-6.

2 As an example of anti-German French scholarship, see Bérard 1917, attacking
one of the manifestos of 19th-century philology, Wolf's 1795 Prolegomena to Homer
(commented edition, with English translation, Wolf 1985).

3 Watkins 1990: 24.

4 “From philology to English studies” is the title of Momma 2012; the quotations
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Critical editions, however, continued to be produced. In Italy, Ro-
magnoli’s attack on philology provoked controversy.s Pasquali wrote
the most convincing reply in defence of philological methods of tex-
tual analysis.* Romagnoli essentially argued that the study of antiqui-
ty should shift from producing critical editions aimed at specialists to
writing works of literary criticism aimed at the general public. He also
proposed reception and translation practices that would support cre-
ative perspectives to make ancient texts more relevant to the present.
Romagnoli’s attempts at literary criticism were weak, but his transla-
tions had great impact, as did his work in support of performance.
In 1914 (three years before his anti-philological pamphlet) he had
founded the National Institute of Ancient Drama (Istituto Nazionale
del Dramma Antico) in Siracusa. Tasked with staging Greek and Latin
dramas, it has been one of Italy’s most influential cultural institutions
for over one hundred years.' Romagnoli even wrote some plays based
on classical themes himself.*

In his reply, published in 1920 in the form of a short book, Pasquali
reiterated that many texts still needed critical editions. He accepted the
assumption that the textual criticism of some authors was at an end. He
admitted that there was little need for new editions of classical authors,
and much need for editions of late antique ones.>* This is a claim that
can and has been disputed. Indeed, Pasquali’s own later publications
argued for the need to re-examine the manuscript tradition of the ma-
jor classical writers, on the grounds that late manuscripts, often hastily
rejected as ‘contaminated’ or ‘copies’, actually contained important

are from Momma 2012: 185; see his further references.

5 The controversy has been much debated: see esp. Timpanaro 1963 and 1972:
298-305; Degani 1968 = Degani 2004: 937-57; Degani 1989: 1100-7, 1128-34 = Degani
2004: 1081-8, 1109-15; Degani 1999: 303-10 = Degani 2004: 1292-9; Moretti 2000: 270
and 282-3 (more in general Cavarzere and Varanini 2000); Heitmann 2005: 521-31;
Baldi and Moscadi 2006; Pagnotta and Pintaudi 2015; Bossina 2016; 280-7 =Bossina
2022: 245-9; Piras 2017: 192-4; Battezzato 2023 with further references.

16 Pasquali 1920; see the reprint Pasquali 1964.

7 See e.g., Romagnoli 1924.

® On the history of this festival, see esp. Berezin 1994: 1255 and 1270-1 (Fascist
support for the festival).

¥ See e.g., Mulé and Romagnoli 1928 (Mulé wrote the music for the play); Romag-
noli 1928.

2 See Pasquali 1920: 14-5 = Pasquali 1964: 19.
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textual information that was otherwise unavailable.* This insight led
to a series of new editions of Greek tragedy, Aristophanes, and Plato,
for instance.> In 1920, however, Pasquali conceded to the anti-phi-
lologists that classical texts did not need new critical editions and that
textual critics should focus on the large body of poorly edited late an-
tique texts by, e.g., Basil, Gregory of Nyssa, Gregory of Nazianzus, Li-
banius, Themistius, and Himerius.” Coincidentally, Pasquali had just
prepared an edition of the letters of Gregory of Nyssa, which was sub-
sequently published in 1925.¢

At the same time, Pasquali disagreed with Romagnoli on the issue
of translation. He argued that not all ancient texts should be translat-
ed. Pasquali offered a strongly hierarchical conception of the canon:
some texts were truly ‘classical’, while others were simply ‘ancient’.
He refused to give a list of ‘classical’ authors, claiming that the canon
would change over time, but he strongly implied that some authors,
such as Homer, would always be considered classical.*> Classical au-
thors are read for their artistry, he argued; ‘ancient’ authors for the
information they provide. One should not translate ‘ancient’ authors:
classicists should be able to read them in the original and extract the
information they contain. Exceptions could be made for texts of in-
terest to non-classicists, or for texts presenting particular interpretive
difficulties.>® This stance had paradoxical consequences: modern phi-
lologists were left with the task of publishing critical editions of ‘an-
cient’ authors, not of ‘classical” ones. The ‘classical’ authors had already
been properly edited, Pasquali thought in 1920. If this is so, what is the
point of philological training? The point is to enable scholars to read
texts in the original. His arguments against translation were, needless
to say, a gate-keeping gesture. Only those who had undergone the long
and complicated training of a philologist were to be allowed near the
ancient texts. All others could catch a glimpse of the brilliance of Virgil
or Homer through some pale modern imitations. This attitude has not

2t Pasquali 1934.

2 See e.g., Dawe 1964, Dawe 1973, Di Benedetto 1965, Mastronarde and Bremer
1982, Diggle 1991, on the the manuscript tradition of tragic authors; Dover 1968 for
Aristophanes; Dodds 1959 and Boter 1989 for Plato.

3 Pasquali 1920: 14-5 = Pasquali 1964: 19.

4 Pasquali 1925.

5 Pasquali 1920: 30 = Pasquali 1964: 34.

26 Pasquali 1920: 30-2 = Pasquali 1964: 34-6.
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entirely disappeared. Pasquali explicitly condemned ‘easy democrat-
ic science’, alluding (paradoxically) to Romagnoli (who was soon to
prove himself an ardent Fascist).”” It is easy to criticise Pasquali (or
Romagnoli, for that matter) with the benefit of hindsight - at least in
terms of assessing their politics — but examining their disagreement
reveals much about their attitudes to philological practice.

Textual criticism and translation, contrary to what Romagnoli and
Pasquali each argued, are not dead or useless. Pasquali himself lat-
er demonstrated the need for a new approach to textual criticism. It
should be added that there is no such thing as a ‘definitive edition’
of a text, especially of an ancient classical text. The evaluation of the
manuscript evidence is only part of the equation, as the study of lan-
guage and metre continues to evolve and improve. More importantly,
and contrary to the positivist rhetoric of the 19th century, it should be
acknowledged that an element of subjectivity is inextricably linked to
textual choices.”® Philology cannot always work with ‘hard’ facts. Some
linguistic or metrical structures are undoubtedly impossible in certain
texts and eras, but language is inherently flexible, and every author,
ancient or modern, makes creative use of it. For this reason, even when
the text transmitted by the manuscripts is clearly incorrect - for exam-
ple, because it is unmetrical or nonsensical — we often have to accept a
degree of uncertainty in reconstructing the correct version. The same
applies to manuscript traditions: it is often impossible to reach a firm
conclusion about textual relations, even when the reconstruction of
a stemma seems possible.® The positivist rhetoric of factual certainty
damaged the philological enterprise by claiming certainty even when
the data did not allow it. Philologists preferred to base their authority
on strong statements, not always backed by facts, rather than admit
uncertainty or, worse still, subjectivity.

The rejection of any suggestion of subjectivity also led scholars to
underestimate the importance of translation. Translation was used in
pedagogical practices, or as a ‘creative’ enterprise that had little to do

*7 Pasquali 1920: 32 = Pasquali 1964: 36: “comoda scienza democratica”.

% See e.g., Tarrant 2016: 29 and esp. 40 (“No edition of a classical text can be de-
finitive”).

» Compare, for example, the different views of the stemma for Pindar expressed
by Turyn 1932, Maas 1933, Irigoin 1952, and Snell 1959. Maas offers a compelling
refutation of Turyn’s stemma, but his reconstruction (essentially followed by Snell),

and that of Irigoin are both possible.



45 2. The End of Philology? Human and Artificial Intelligence

with philology. Pasquali never recanted his statements about transla-
tion. His insistence that ancient texts should not be translated implied
that true classicists read only in the original. This is in fact reflected in
the common practice of critical editions: Teubner and OCT (unlike the
Budé series) do not offer translations. Teubner was the flagship series
of critical editions in the 19th century. This practice implies that there
is only one possible translation for each text, and that this translation
is obvious. Pasquali endorsed translations only for texts that were ‘dif-
ficult to interpret’, suggesting that for the most part translation was
uncontroversial.* It is a common experience, however, that trans-
lating a text often forces one to rethink and sometimes to doubt the
correctness of the transmitted text. Finding a problem is the starting
point for proposing a solution.>* The rhetoric of certainty, both in the
philological practice of preparing critical editions and in the practice
of reading ancient texts, downplays uncertainty. This is also apparent
in the rhetoric of scholars who offer conjectures.

2. Conjectures: Divine, Human, and Computational

The philologist needs to ‘feel’ the classical text: Romagnoli proclaimed
this subjective and intuitional necessity. Pasquali rejected ‘feeling’ as
arbitrary. Yet, in fact, Wilamowitz, Pasquali’s ideal philologist, explicit-
ly affirmed the need to ‘feel’ the classics.?> Wilamowitz insisted on ‘feel-
ing’ based on a hermeneutic theory with a specific and explicit religious
justification: the ‘daemon’ of the (exceptionally perceptive) philologist
could establish some sort of connection with the ancient author and,
as it were, bring that author back to life — through conjecture. Conjec-
ture was therefore conceived as an attempt to reach into the mind, or
even the ‘soul’, of an ancient writer. Wilamowitz often attributed a dae-
mon to exceptionally gifted people. As Plutarch argued, ‘the thoughts
of daemons are luminous and shed their light on the daemonic man’
(589b); ‘the messages of daemons pass through all other men, but find
an echo in those only whose character is untroubled and soul unruffled,
the very men in fact we call holy and daemonic’ (589d).** If, as Wila-

3 Pasquali 1920: 31 = Pasquali 1964: 35 “d’interpretazione difficile”.
3t See Nisbet 1991 = Nisbet 1995: 338-61; Conte 2013; Battezzato 2019.
32 On ‘feeling’ and the classics, see Giithenke 2020.

33 Translation from Einarson and De Lacy 1959.
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mowitz believed, philology consists of a process of Einfiihlung, that is
of ‘feeling’ oneself into another person, then the philologist is a ‘holy
and daemonic’ individual who can be in contact with what other hu-
man beings once thought and wrote.* Conjecture is a way of making
contact with the souls of people who died millennia ago. This mystical
view of conjecture is, in fact, in line with ancient theories of philology.
Athenaeus (XIV 634d) reports a saying about Aristarchus: ‘the phi-
losopher Panaetius of Rhodes used to refer to him [Aristarchus] as a
‘mantis’ (“seer”), because he could easily divine the point of a poem’.’s
In the 18th century, Bentley took up this claim and argued that the
philologist needed to be endowed, ‘as they used to say of Aristarchus,
with a certain ability in divination and with the gift of prophecy’.** The
concept of divination travelled from antiquity to Bentley and was used
in the 19th- and 20th-century German tradition. Kurtz observed that
‘hermeneutics, too, involved divination, which involved a fallible and
corrigible process of hypothesis to press beyond the limitations of em-
pirical evidence into the contingent world that conditioned a work’;
and he noted that ‘towards the fin de siécle, divination suggested a psy-
chological self-projection of the interpreter on the interpreted’.?”
Another common set of philological metaphors relates to victory: a
conjecture may be called ‘palmaris’ (or ‘palmaria’), i.e. worthy of the
palm of victory*® (a symbol adapted in the Christian tradition to cele-
brate the ‘victory” of martyrs). The term highlights the competitive na-

3¢ On this, see Battezzato 2023.

35 Translation from Olson 2011. The passage is fr. 93 in Straaten 1962. On this pas-
sage, see Porter 1992: 70 (who argues for an ironic interpretation of the passage), Sep-
péanen and Lampinen 2019: 9o1-2. The statement may contain exaggerated praise, but
it is not presented as ironical in the context of Athenaeus.

3¢ See Bentley 1711 ¢: “ut de Aristarcho olim praedicabatur, divinandi quaedam
peritia & pavtikii”. On this statement, see Scognamiglio 2021. On the links between
philology and divination in antiquity, see Seppanen and Lampinen 2019. Note that
Cicero, On Divination 2.74, in a discussion about Roman seers, contrasted coniectura
(an inference made on the basis of elements perceived by the senses) with diuinatio
(divinely inspired knowledge of events that could not have been known otherwise).
On divination in modern philological theory, see Kurtz 2021: 761 and n. 39, with fur-
ther references.

37 Kurtz 2021: 761 and n. 39.

3 See e.g., Carrion 1576: 26 “scribendum conicio, quae mihi coniectura paene pal-

maria est, de veteris scripturae vestigijs”, Carrion 1579: 218 “emendatio palmaria”,
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ture of the philological enterprise: philologists must be celebrated for
defeating errors in the manuscript tradition, or for proving their supe-
riority over rival philologists. The metaphor stresses the effort required
to achieve victory: ‘sacrifices’ (another religious metaphor) must be
made to secure ‘victory’. Similar language is used in sport and religion.
Paradoxically, modern editors of sacred texts are wary of proposing
and accepting conjectures: these texts are so foundational to Western
culture, and their authority so strong, that the idea of changing them
by ‘conjecture’ is rarely countenanced.” Philologists, it seems, can hope
for a mystical connection with ancient authors only if these authors did
not write canonical religious texts — presumably, the assumption here
is that God took care to prevent textual corruption in divine texts.

The first instantiations of what would become the modern apparatus
criticus appeared in the 16th century; scholars used sigla to designate
manuscripts in their collations.* A crucial feature of the modern ap-
paratus criticus, however, is that it lists the names of the authors of
conjectures. This has the practical aim of helping other scholars to find
the arguments that philologists sometimes (though not always) used to
support their suggestions. It also gives the reader a sense of the progress
made over time in establishing the text; those in the know, when read-
ing the name of a philologist, can place him (or, more rarely, her) in
time, which in turn helps to assess the conjecture. Renaissance conjec-
tures often dealt with basic problems of syntax or morphology, whereas
later conjectures, especially from the 19th and 20th centuries, are often
based on more advanced knowledge of metre, language, and style.**
However, the naming of philologists in the apparatus is not only the

Modius 1584: 101 and 387 “palmaria correctio”, “palmaria emendatio”, Brink 1978:
1149, Brink 1986: 71.

39 See Cohen 2023: 4, 45-6, 50, 56, 89, 126, 172 on the reluctance to emend sacred
texts (e.g., 172: “there is a growing reluctance to emend without compelling reason”,
in practice only when we find “obvious scribal errors”); this, for instance, rules out the
possibility of deleting obvious interpolations, such as the end of the Gospel of Mark,
or the episode of the adulterous woman in the Gospel of John: see, in general, Ehrman
2005, Battezzato 2009.

+ Sigla used in Renaissance collations: Battezzato 2006, Reeve 2006: 179-80 (crit-
icising Flores and Tomasco 2002). Timpanaro 2005: 65 lists Bengel 1763 as the first
occurrence of the term apparatus criticus.

# Some scholars give the precise bibliographical reference for each emendation,

which again helps the reader: see especially West 1990b.
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result of practical considerations - it is also a way to immortalise their
names. The ‘great souls’ of modern philologists who were able to ‘feel’
what the ancient author wrote will not perish. Their ‘victory’ over (tex-
tual) corruption and (scholarly) rivalry will be celebrated in perpetuity.
Mentioning the name of the philologist who first advanced a conjecture
(or a supplement) is thus considered not only good scholarly practice,
but also a way of honouring their work. Editions that do not mention
the name of the author of a conjecture do exist, but they aim to simplify
the task of reading an apparatus for a student audience.*

As many scholars have observed, conjectures are based on ‘feeling’
and intuition, more than, or in addition to, knowledge of language,
metre, and style. As Housman puts it: “Textual criticism is a science,
and, since it comprises recension and emendation, it is also an art”.#
If so, emendation involves a creative element, not a scientific one. This
in fact leads to ‘open’ editions. Some conjectures (the truly ‘palmary’
ones) are generally considered ‘correct’. However, on several issues,
each philologist will ‘feel’ differently — both about the need for a con-
jecture and in choosing the right one.*

‘Feeling’ what the ancient text must have been like and ‘studying’ lan-
guage, metre, and style actually correspond to two fundamental modes
of human thinking. Kahneman called intuition ‘System 1’, a mode of
thinking which ‘operates automatically and quickly, with little or no
effort and no sense of voluntary action’.# This applies to everyday life,
as well as to intellectual endeavours such as reading. People are able to
‘read’ words or parts of words that are missing from a text; they read
the right word instead of a misprint. But intuition is only part of the
picture. Scholars must resort to analytical judgement; they must test
hypotheses and check dictionaries, grammatical works, and statistical
evidence about word usage.* This kind of work is always necessary
to confirm a conjecture based on ‘intuition’; it may also be the basis

+ Some editions in the Cambridge Greek and Latin Classics series (often known
as the “Green and Yellow” commentaries) use a generic siglum, such as ¢, to indicate
a conjecture, omitting the name of the scholar who devised it: see e.g., Denyer 2001,
Gray 2007.

4 Housman 1922: 68 = Housman 1972: 1058.

4 See Trovato 2017: 243-74.

4 See Kahneman 2011: 20; Kahneman and Tversky 2000; Gilovich et al. 2002. For a
more detailed discussion of the psychology of conjecture, see Battezzato 2019.

4 See for instance Diggle 1994.
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from which a textual conjecture emerges. Analytical work corresponds
to what Kahneman calls ‘System 2’°, which ‘allocates attention to the
effortful mental activities that require it, including complex computa-
tion’; its operations ‘are often associated with the subjective experience
of agency, choice, and concentration’.¥

In fact, both systems are present and intertwined in any scholarly ac-
tivity.*® Skilled readers use intuition (‘System 1’) more often: in “an en-
vironment that is sufficiently regular to be predictable” intuition leads
to reliable (though not flawless) predictions. As Kahneman points out,
“as you become skilled in a task, its demand for energy diminishes”,
and “the pattern of activity associated with an action changes as skill
increases, with fewer brain regions involved” > However, people work-
ing on ancient texts must constantly revert to ‘System 2’. Non-native
speakers of a language often fail to notice mistakes that native speak-
ers would easily spot. Scholars who read texts in ancient languages are
not native speakers. When they edit a text, they must make sure that
it conforms to the linguistic and stylistic norms expected of that par-
ticular author or period. This practice is even regularly theorised in
textual criticism handbooks and is referred to as the need to check the
usus scribendi of each author.s* One way of putting this is to say that
‘System 2’ must be used to examine every element of the ancient text. If
the transmitted text appears to be incorrect, scholars can use ‘System 1’
and/or ‘System 2’ to look for new solutions to problems that were not
noticed on the first (or second, or third) reading.

The ‘art’ of conjecture corresponds to ‘System 1’; the ‘science’ cor-
responds to ‘System 2’. The main question addressed in this volume

7 Kahneman 2011: 21. We are not concerned here with the question of wheth-
er all of Kahneman’s research results could be replicated. Some have been contested
(see Schimmack 2017 and 2020) as part of the so-called replication crisis (see e.g., on
psychology, Maxwell, Lau, and Howard 2015; Forbes, Travers, and Johnson 2023; on
the implications of the replication crisis for the humanities, see Kramnik 2023: 89);
indeed, Kahneman’s own research has discussed the problem of replicability, and dis-
cussed it in relation to his own work: Kahneman 2017. These specific details do not
affect the general concepts used by Kahneman.

# The following paragraph reformulates what I wrote in Battezzato 2019: 13.

4 Kahneman 2011: 240.

s Kahneman 2011: 35. See 451 for references.

5t See e.g., Pasquali 1952: 122-4; Maas 1958: 10-3, 41; West 1973: 56-9; Timpanaro
2005: 68-9, 88, 124, 137; Battezzato 2009: 775.
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is what happens when we add Artificial Intelligence to the human and
divine ways of understanding the restoration of ancient texts: does Al
use ‘System 1’ or ‘System 2’, or a combination of both? Logion is based
on a statistical model: it introduces what is statistically expected to be
found in a text. In doing so, it brings to the fore an essential contradic-
tion in philology: on the one hand, it aims to standardise the text, to
make it more predictable and banal. This is what scribes (and readers)
do unconsciously (‘System 1°). Philologists have long established that
when two readings are transmitted, the ‘more difficult’ one (lectio dif-
ficilior) is to be preferred.>> On the other hand, philologists, by looking
at an author’s usus scribendi, claim that the text that is more likely to
be correct (another probabilistic judgement, this time made by human
beings) is the less unusual one. These two principles are in tension with
each other.5? The ‘conjectures’ made by Logion reveal this tension and
confront scholars with the need to rethink some of their assumptions.

Logion is unsettling also in another respect. An Al ‘conjecture’ is
deeply subversive of the immortalising language of classical philology
briefly outlined here. As many of the essays in this volume show, the
Al tool Logion is capable of suggesting readings that are likely to re-
construct what the author originally wrote, even in passages that were
never suspected of corruption. The number of persuasive suggestions
is a fraction of the total number of suggestions. In fact, this is what also
happens with human scholars: even in the case of scholars with excel-
lent philological reputations, such as Hermann, Wilamowitz, or West,
only a fraction of their conjectures is convincing.>* Many of Logion’s
‘conjectures’ are clearly wrong, sometimes for elementary grammati-
cal reasons. That said, let us examine the case of a convincing ‘conjec-
ture’ by Logion. What should we print in the apparatus? ‘Computator’?
‘Post computatorem Barnes et Sandri’? ‘Computatorem secutae May
et Ozbek’? Should we immortalise the AI tool? Does it make sense to
speak of ‘immortalising’ AI? Is Al a ‘daemonic’ being? Can we bestow
the ‘crown’ of victory on a soulless entity? The idea of giving Al a place
of prominence in what used to be exclusive province of human beings
is unsettling to many scholars - despite the fact that we humans have

52 See e.g., Pasquali 1952: 122-6; Maas 1958: 13; West 1973: 51; Battezzato 2009:
775; Trovato 2017: 117-24, and Graziosi, chapter 1 in this volume: 19 and n. 17.

53 See e.g., Pasquali 1952: 12, 122-6; Battezzato 2009: 775.

54 See e.g., West 1990a: 355-72, along with the remarks in Di Benedetto 1992: 152-3

= Di Benedetto 2007: 1230-31.
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been using electronic tools to work on philological problems for de-
cades now. The first planning meeting that eventually led to the cre-
ation of the Thesaurus Linguae Graecae took place in 1972. However, it
is one thing to use a tool that simply provides access to data; it is quite
another to have a tool like Logion that suggests its own candidates for
likely textual corruption and can create new data, for instance by sup-
plementing lacunae. This is all the more disturbing given that we do
not really have access to Logion’s ‘reasoning’. We do not know whether
Logion bases its suggestions on ‘System 1’ or ‘System 2’; indeed, more
fundamentally, we do not know to what degree or in what possible
ways deep neural networks like Logion resemble human reasoning.’s
What is essential to note at this point in the development of AI tools
for philological tasks is that such tools do not substitute philologists.
Philologists still need to evaluate Logion’s suggestions; the ‘System 2’
task is up to human beings. It is human beings who need to find argu-
ments and textual parallels to support — or challenge - Logion’s sug-
gestions. In a sense, Logion’s suggestions are not actually ‘conjectures’:
Logion makes different suggestions for the same passage based on the
limits set by its human users. The suggestions may differ by one, two, or
more letters from the text under consideration: the greater the distance
from the text, the slimmer the chance of producing a convincing sugges-
tion.*® This shows how much Logion is controlled by humans. Human
philologists can decide on the extent of an intervention in the text (from
a punctuation mark or word division, which is distance o, to a com-
plete rewriting of a word, e.g., by transposing syllables). Not only that: it
takes a human being (or more than one) to decide what is worth discuss-
ing, and accepting, and what is not. Finally, it takes a human being (or
more than one) to produce an edition, to decide what combination of
readings is acceptable in the thousands of words that make up the text.
Another issue worth highlighting here is that of translation. Classical
scholarship has often focused on a narrow canon of texts. After all, this
is what ‘classical’ means, not least in its relation to social class.’” One

55 For a basic introduction to how Logion is trained, see Brooks and Cowen-Breen,
chapter 4 in this volume.

5¢ See the essay by Barnes and Sandri, chapter 6 in this volume.

57 See Aulus Gellius, Attic Nights, 19.8.15 “So go now and inquire, when you chance
to have leisure, whether any orator or poet, provided he be of that earlier band - that
is to say, any classical or authoritative writer, not one of the common herd [id est

classicus adsiduusque aliquis scriptor, non proletarius] - has used quadriga or harenae”
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upshot of establishing a classical canon is that ancient texts not consid-
ered worthy of the term have neither been translated nor properly ed-
ited. This is particularly problematic for Greek texts when it comes to
late-antique and Byzantine literature. These texts are often dense and
complex - and extremely lengthy. Many Al tools offer help with trans-
lations, even if Logion has not yet been adapted for this task. Trans-
lations often reveal the presence of textual problems: humans often
translate what should be in the text but is not. Translations would also
help to attract readers by making texts accessible to a wider audience.
But even if an Al tool could translate such texts in full and make them
intelligible to modern readers, there would still be a need for experts:
translation tools can certainly make mistakes and need human super-
vision and assessment.
Dario Amodei recently wrote:

I think it is very likely a mistake to believe that tasks you undertake are mean-
ingless simply because an Al could do them better. Most people are not the
best in the world at anything, and it doesn’t seem to bother them particularly
much. [...] people [...] greatly enjoy activities that produce no economic val-
ue. [...] In any case I think meaning comes mostly from human relationships
and connection, not from economic labor. 5*

So, what is the point of all this work? It only makes sense to invest in
editions and translations if people read them. The hope is that AI tools
like Logion will make it easier for new readers to access ancient texts.
These texts were created for the pleasure, education, and (alas) frustra-
tion of human beings. Without readers, philology is meaningless. But
without editions, there are no readers. And without readers, there is
no meaning.
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3. What is Artificial Intelligence
Good For? A Philological Perspective

This chapter argues that language models like Logion can answer pressing
needs in current philological scholarship. Focusing on the problem of human
bias, it argues that machine-generated suggestions can challenge preconcep-
tions that get in the way of successful philological work. This claim is illus-
trated via three case studies of progressively greater philological complexity
and significance, from a simple case of textual corruption to more complex
issues of adjudication between manuscript readings, all the way to questions
of authorial attribution.

Keywords: Authorial Attribution; Expertise (in Philology); George Pachym-
eres; Human Bias; Word Division; Ancient Greek; Premodern Greek

Technological innovation tends to outpace practical applications, as
countless examples make clear. The combustion engine, to mention
just one, was invented before it became at all clear how it could best be
put to work. Our human response, in the face of innovation, is often to
blame new technologies for being useless — by saying, for example, that
they take time to mature. That is true, to be sure, but it takes a human
investment of time and ingenuity to see how emerging technologies
may answer our needs. Incidentally, this is not just a matter of invent-
ing new needs: there was demand for efficient locomotion long before
combustion engines were invented, even if those engines then drove
forward desires and needs. We are now facing a formidable challenge
in our human response to artificial intelligence. Logion, the deep neu-
ral network we created for the purpose of assisting philologists work-
ing on premodern Greek texts, is a specific example of that general
impulse to investigate how new technologies can be put to work. The
second half of this volume explores Logion in some detail, first intro-
ducing readers to how it was trained (Brooks and Cowen-Breen), then
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asking how it performs in relation to a typology of outcomes (Li and
Haubold), across different settings (Barnes and Sandri), and compared
with human philologists (May and Ozbek).

In this chapter, I begin not with an assessment of Logion, the new
technology under development, but with an understanding of what
human needs it currently helps to address. As Battezzato discusses in
his contribution to this volume, Greek philology has long aspired to
the status of an objective science while simultaneously engaging in
partisan polemic fueled by personal pride and a quest for fame. In view
of that tension, he points out that textual critics express legitimate and
unavoidably subjective responses in their work." Today the vanities
of 19th-century scholarship are mercifully a thing of the past, yet the
challenges of subjectivity in the restoration of premodern texts contin-
ue, for the simple reason that editions seek to preserve and elucidate
those texts rather than rewrite them according to the personal prefer-
ence of the person or people making the edition. My brief here is not
to explore the issue of subjectivity at an abstract theoretical level, but
to consider some practical ways in which AI can help move the field
forward in relation to that question.?

To be clear, my point is not that machines are free from bias, far
from it, as amply illustrated also in this volume. Rather, my point is
that machine bias, under certain conditions, differs markedly from hu-
man bias — and that is a fact that can help philologists see new possibil-
ities and become more aware of their own preconceptions.

My first example of how Artificial Intelligence can help comes from
a short treatise on virtue by Michael Psellos. The relevant passage reads
as follows (Psell. Phil. min. 1I 32: 110.17-25 O’Meara):

Kal 1} Hév Tepiyelog TeTpak TG altn TV ApeT®V, 1) 68 Avaloyog év Tpitalg Kai
TeTdpTaug €0Tiv, dTav Tig Tadtag Kai €v i tpity tdEel Bewpoin TOV voepdv
ApeT@V Kal €V Tf] TETAPTN TOV TapAdELYHATIKDV, gimot pot § &v avTog Kai év
T} Sevtépa TOV BewpnTik®V. TOTE Yap 1} TETPAKTUG TOV TETTAPWY YEVIKDV

' Above, chapter 2 in this volume: 44-5.
> More general reflection in Graziosi and Battezzato, chapters 1 and 2 in this vol-

ume, with further literature.
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dpeTd@v év Taig Tpitalg kai tetdptaug tafeot Tod voepod Pabpod kai tod
Tapadelypatikod katd dvaloyiav éueaivovrat.

So, this is (what he means by) the ‘earthbound’ set of four virtues. The ‘anal-
ogous one in the third and fourth’ is when one considers the virtues also on
the third level where they are intellective and on the fourth where they are
paradigmatic — and he(?) himself(?) would also say to me(?), on the second
level where they are contemplatives. For that is when the four principal vir-
tues become apparent by analogy also on the third level of the intellective and
the fourth level of the paradigmatic.

In this case, Logion, the deep neural network showcased in this col-
lection, flags pot as suspect and suggests - instead. Let me take a mo-
ment to untangle the passage. As Psellos himself explains earlier in the
same text, he is helping a friend understand a letter by the bishop and
philosopher Synesius (Psell. Phil. min. II 32: 109.7-10 O’Meara):

v 1poG EpkovAiavov dveyvwkwg Emotolfv Zvveoiov milnteig Ti moté
g0t 1O év Tavtn Kelpevov pnoidiov 1o PodAecBar avtov ‘petabeivan v
Tod owpatog ioxdv &mt TV TG Yuxig avdpeiav, ob TV €k Tiig MpwTng Kai
TePLyeiov TETPAKTOOG TOV APETOV.’

Having read Synesius’ letter to Herculianus you wonder what he means by
saying that he wants him? to ‘transfer the strength of the body to the courage
of the soul, (but) not to that courage which belongs to the first and earth-
bound set of four virtues.’

Synesius writes about the four cardinal virtues — courage (&vdpeia),
temperance (ocw@poovvn), prudence (@povnolg) and justice
(Swcanoovvn). He sees them as operating on four different planes: that
of ‘earthly’ or political matters; that of contemplation, which Psellos
also calls ‘cathartic’; that of the intellect; and that of Platonic ideas.
Here is how Synesius had summarized the system in his letter (Ep.
140.30-38 Garzya):

yévorto & &v o0 pdtny i mpdtov pev émdobein, o 8¢ €ml TovTW Kai TovTOV
oeuvoTepov, <el> katavovBetnoet oe kal Taudaywynoet Kai meioet petabeival

3 The syntax is ambiguous, but comparison with Psellos’ source confirms that avtov

refers to the addressee, not the sender, of the letter; cf. Synesius Ep. 140.33 Garzya (o¢).
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TV 10D oWwpatog ioxLV £t TV TG Yuxiig dvSpeiav, ov TV ék TG TPWTNG Kai
TEPLYEIOV TETPAKTVOG TOV APET@V, AAN €Tl TV dvaloyov €v Tpitalg Te Kai
TeTdpTaug. dyato § &v adtig dtav undev T@v dvBpwnivev Bavpdlng.

I suppose it [= this letter] won’t be in vain if it is delivered in the first place;
and after that, and more importantly, if it instructs and educates you and per-
suades you to transfer the strength of your body to the courage of your soul
- not to that courage which belongs to the first and earthbound set of four vir-
tues but to the analogous virtue among the third and fourth. You may attain
it if you admire nothing in human affairs.

In good Platonic fashion,* Synesius steers his addressee away from
the sphere of the body to that of the mind. In order to do so, he points
to a correspondence between a first, earthbound, set of virtues and
higher virtues belonging to more elevated planes. He mentions a third
and fourth plane but skips over the second. Psellos fills in the gap,
clearly marking the addition.’

Now, the transmitted text would have Psellos say eimot pot § a&v
avtog kA, which is syntactically unusual since we would not expect
the particle 6¢ in this position in the sentence.® Moreover, the state-
ment seems strange also at the level of content: why would Synesius
‘himself’ (avt6g) fill the gap in his own argument? It is rather Psellos
who supplies the missing second set of virtues, using a favorite expres-
sion of his to mark the addition: a proximity search of the TLG con-
firms that Psellos was fond of using this type of expression.” He does

+ For Synesius’ brand of Platonism see Tanaseanu-Dobler 2008, with further liter-
ature.

5 Monticini 2024: 835-6, 1. 374, refers to Plotinus I.2 (19) and Porphyry, Sentences
32: Porphyry discusses the second order of virtues (theoretical). For the hierarchy of
virtues more generally, see Saffrey and Segonds 2001: LXIX-XCVIIIL. For the text of
Psellos which summarizes Porphyry, Sentences 32, see LXXXVIII-LXXXIX, n. 2.

¢ Tam grateful to Luigi Battezzato for pointing this out. TLG lists only a handful of
apparent exceptions, which require further investigation: Psell. Log. 7.97 (8pa ot 8¢ ...),
Psych. 112.15 (ob pot 8¢ Sokodot), Enc. matr. 1551 (8idov pot 8¢ ...), Ep. 389.22 (¢00 pot
Ot €idwg 6t ...). The expected collocation (heavy punctuation + word +) 8¢ pot runs to
almost 250 attestations in the works of Psellos as currently available in the TLG.

7 Much depends on how one sets the search parameters and counts the results.
Psellos uses eimotp with avtdg eight times. Casting a wider net, he is extremely fond of

asking himself n@g dv eimoyu, how shall I put it?” (30+ times).
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this to paraphrase a text,® or to claim an unusual formulation as his
own.? More relevant for the purposes of the present argument, Psellos
uses this type of expression also in philosophical contexts, to advertise
his own opinions and contrast them with those of other thinkers. The
following passage may serve as an example (Theol. I 72.68-79 Gautier):

el yap kai mavtaxod Aéyetat eivan AANA Kai OTgp 10 av avtov Té Beia Tiféaot
Aoyla- kol mavtaxod pév 0Ty, 6Tt mavta ékeivov pHeTéxel, O1OTL Kal ékelbev
napfiKtal, vnEp TO mav 8¢, dTL ot yevnTi) @uoeL dnepinmtog 6 0edg. EoTLy
oDV Kkai év guToig kad &v Mifoig kai év dAdyorg {waig kai év eidwikaig pvoeot
Kal v Yoxaic, £€v Te vonoeot kal évwoeol Kal EVAoLy- AN 6oV [EV QUTIK®DG,
6mov 6¢ omeppaTK®dG, KavtadBa pgv Yuxik®s, AAhayod 8¢ voepdg, v 8¢ Toig
gmékeva dvevvorTwg Te Kol Uepovoiwg. doa ey yap amh@g eiot, kat avtod
10 elval petéxet Beod, Goa 8¢ kai (fj, kat dpuew, 6oa 8¢ kol voel, £mt paAlov.
eimoyu & &v avtog undt tag oteproelg dpoipoug eivat Beod, kai TovTWV Yap
vrootdtng Bedg, 8Tt kol MAvTWY, fva pi OekSpaun TOv vodv- O yap vodg
eld@v o TG, dAN 00 oTeproEWY.

Even though God is said to be everywhere, the divine scriptures also place
him above the totality of things. He is everywhere, because all things par-
take in him, for they are derived from there, but He is also above the totality
because no generated nature can grasp God. So, He is in plants and stones
and irrational animals and imaginary natures and in souls, thoughts, unions,
and units. But in some things He dwells vegetatively, in others generatively,
here in ensouled fashion, there in the manner of thought. In the beyond, He
exists outside thought and above substance. For whatever simply exists par-
takes in God by the simple fact of existing. What also lives partakes on both
grounds (i.e. existing and living). What also thinks, even more. And I for my
part would say that not even the privations are cut oft from God for God is
their creator too, as He is the creator of all things, lest He become subordinate
to the mind: for the mind creates the forms but not the privations.

Psellos begins by tracing the contours of a standard Neoplatonic ar-
gument: God is above all things though they simultaneously partake
in him. But then he strikes out on his own, pivoting from Proclus’

8 E.g., Psell. Theol. T 92.74-76 Gautier v’ d\\ov tpomov avtog eimoyut map’ dv
nvigato 6 &v @ Twp Adyos.
9 Psell. Hist brev. 105.93-96 Aerts kai £€v 7@ T®V ATOCTOAWY Ve®, a0TOC &v glmotut,

Bnoavpifovot [sc. 10 owpal.
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point that mind cannot be the source of privation.* The philosophi-
cal intricacies of this argument would be worth exploring further, but
what matters here is its philological significance: Psellos uses e{mout
& &v adtog in precisely the kind of context that Logion flagged in the
passage with which I began this discussion. The phrase does not just
restore 8¢ to its expected position in the sentence but also chimes with
what Psellos had to say about Synesius’ theory of the virtues and more
generally with his style of philosophical argument.

We have thus assembled three reasons to believe that Logion’s eimoupt
& &v avtdc is indeed what Psellos wrote in Phil. min. II 32: 110.17-25
O’Meara. But how did the error arise, and why was it allowed to per-
sist? Careless duplication of ot (pronounced /i/) will no doubt have
played a part. A look at the only extant manuscript, MS O (Oxford,
Bodleian Library, Barocci 131), illustrates how easy it is for such an
error to be introduced (f. 412v):**

Fig. 1. Psellos Phil. min. II 32: 110.17-25 O’Meara - Oxford, Bodleian Library, Barocci
131, f. 412v. Image courtesy of Digital Bodleian.

1 Cf. Procl. Inst. theol. 57: 56.16 Dodds vodg 6¢ oteproewg booTdTnG OVK EOTLY,
eidog @v. Elsewhere, Proclus ventures an equivocation that may have inspired Psellos
to go further (In Plat. Parm. V 1037.7-9 Steel : Ti y&p éoTtv, O pf| peTéxet TOD £vOg; KAV
avTtiV elnng TV oTépn oLy, edproelg Tod £vog tvdahpa @épovoav. To this, Simplicius
adds the idea that privation does have some form of hypostasis: see In Phys. 238.14-16
Diels kai 8fjAlov 6Tt k&v ka®’ adtd Aéyntat uf 6v 1) otépnatg, AAN €xet Ty 6moLavodV
vnootaoty. Contrast Plot. Enn. I8 (51), 11.2 otépnotg 6¢ del év dAAw kal ém avTiig
obx vmoéoTaotg; Joannes Scholasticus Prol. et schol. in Dionys. Areop. Div. nom. ch. 4
DN 175,6 Il. 1-2 1§ otépnoig ovk 0Tty DOOTAGIG TIG AANA TiEPL TO €0TEPTHEVOV TOD
Tapeival TeQukoTog kot émPaAlovtog eidoug yivetar. Somewhere in the background
lurks the longstanding debate about the nature of evil. For evil as privation in Proclus
see Phillips 2007: 57-92; also Chlup 2009. For a Christian restatement see Dionysius
Areopagita, with Joseph 2015; also Schéfer 2006, Perl 2007, Wear and Dillon 2007.
For god being ‘above mind’ (bnépvoug) see Proclus, Inst. theol. 115: 100.28 mag Oedg
VEpoDOLd6 €0t kot UTéplwog kai vmépvoug; cf. Nic. Meth. Refutatio institutionis theo-
logicae Procli 57.12-13, with specific reference to the privations: mp@dtog kol povog kai
VIEPVOOG Kal VTTEPOVOLOG kal TtavaiTiog Bedg, 8¢ kai TO &v kal TO dyabov map’ Huwy
vuveltal, 8¢ kal oTeproewy Kal AMA®G TOD ufy 6vtog HTooTATNG £0TL.

® MS O is full of copying errors of every kind; for general discussion of this famous

manuscript see Wilson 1978 and note O’Meara’s own assessment (O’Meara 1989: XV).
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Above the letters ein- we see ot spelling eimot and then above p- we
see another ot, which spells pot, when in fact the proposed emendation
would have -pt. Why did it take a machine to spot the mistake giv-
en the source of Psellos’ argument, i.e. his commenting on Synesius,
was known? Without wishing to indulge in excessive speculation, it is
worth noting that first-person optatives such as eimowt are much rarer
than the corresponding third person forms - surely one more factor
that induced the error in the first place.” Is it possible that this also
helped protect the stylistically and contextually poor reading eimot pot
from excessive scrutiny on the part of modern scholars?

More important than raw statistical likelihood is surely another con-
sideration which brings into focus an important difference between
exclusively human and machine-assisted philology. Correcting eimot
pot to eimoupu requires us to read across word boundaries in a way that
human philologists tend to find challenging. As users of modern print
editions, we forget that word boundaries barely exist in ancient Greek
texts and are not always easy to establish with certainty even in the
medieval manuscripts.’* Logion is not trained to reckon with word
boundaries and therefore has no such difficulties. At present, it is hard
to quantify how often Logion does better than humans at recognizing
problems with word division, but in purely qualitative terms we can
say that interventions on such problems are among Logion’s most in-
tuitively satistying.*4

2 A TLG search yields the following statistics for the corpus as a whole: 3rd pers. sg.
opt. (top five only) 107,910; 1st pers. sg. opt. (top five only) 5,389. For eineiv the figures
are: 9098 (gimot) and 1529 (elmowut). Note, however, that within the digitized oeuvre of
Psellos eimouput outnumbers eimot at a ratio of almost 3:2 (149:108).

3 The challenges posed by word division have attracted a fair amount of comment;
see West 1973: 26, 54, 149-50.

4 Two further examples may serve to illustrate the point: In Or. pan. 17.839 Dennis
prints fva T dxptBeg eimow, with puzzling use of elision. Logion suggests tdkptBeg,
with crasis, which must be correct and is indeed what we find in the only extant man-
uscript, Paris, Bibliotheque nationale de France, Grec 1182 f. 179r; cf. Theol. I, 62.67-
68 Gautier va taxpiBéotepov einw. Then again, in Comm. Ar. Phys. 383,10 Benakis
[2008] prints 1O adToKIVODV, ostensibly a form of the rare verb adtokivéw. Logion
proposes 0 adTO Kivodv, as written in the important MS L; for further details and

discussion see below: 70-90.
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Language models like Logion, I have argued, can help us see past
reading habits that may otherwise be difficult to shed. As users of
printed texts, we often find it hard to question where one word begins
and the other ends - until someone or something invites us to con-
sider specific possibilities. Not sharing our habits of reading, artificial
intelligence can perform this task for us. Philological bias, however,
extends beyond the fairly basic questions of layout that I have consid-
ered so far. As modern readers of pre-modern texts we carry with us
a whole array of intellectual and cultural preconceptions which ma-
chine-learning algorithms like Logion can help us address, as other
chapters in this volume illustrate.’s Here I single out a specific form of
bias that is of interest to the present argument because it goes to the
very heart of philology as a discipline: the bias that arises from hard-
won philological expertise.

[Psellos] Poem. 53.591-603 Westerink recounts the famous story of
how Hebrew scripture was translated into Greek. It is taken from a
poem that was transmitted alongside those of Psellos but is probably
not by him.'® Logion flags the plural épnoav in line 599 as suspicious
and suggests the singular €pnoe instead, which is in fact found in one
manuscript, Westerink’s MS p.*7 A third manuscript, Westerink’s MS
v, has the syntactically inferior 6 £€¢n. Logion was not aware of any
variants but by recommending one of them prompts us to reconsider
the text as its most recent editor reconstructs it:**

avayvwobeiong yap gaot tig OAng Epunveiog

eig OapPog kai katdmAngty éNBelv Tov ITtohepaiov

Bavpaoavta Ty dOvauy T1od Adyov Kkat 10 KAAAOG.

énamopdv § 0 Pactledg pwta TOLG TAPOVTIG,

TG OVK EYPTOAVTO TIOLV €K TOUTWY TOV YPAHUATWY 595

5 For an instructive example of cultural bias see May and Ozbek, chapter 7 in this
volume.

16 Westerink 1992: 303.

7 Westerink follows MS s in printing égpnoav. For the reasoning behind this deci-
sion see: 68-9 below.

8 Already Lambros and Dyobouniotes 1922: 378 had printed £gnoav, in an edition
based solely on Cod. Vindob. theol. 213, which is a copy of MS s (Westerink 1992:
XXVII).
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loTopukol Kai motnTal Kal Ttveg TV Opoiwv.

AnunTplog & ANPapedg TapaTLXWV €V TOVTW—

napiv 8¢ kai Mevédnuog, avijp TV IN00OPWV—

£€pnoav pn tva Tolpdy dnteoBat TOV TOLOVTWYV-

Aéyovaot yap OeOTEUNTOV TOV I0TOPLOYPAPOV 600
Hvnobévta tovtwy €v ypagaig e0OLG Tapagpovijoat-

oLV TOUTW Kol OeddekToV avTOlG EMParOVTaA, TOV

Tpaywdiag mon Ty, avtika TveAwOval:

599 €pnoav s: Epnoe p 0G €pn v

For, they say, when the entire translation was read out Ptolemy fell
into a state of awed admiration, marveling at the power and beauty of
the discourse. And in his perplexity, the king asked those who were
present how come historians, poets and other authors did not quote
from these writings. Demetrius of tAlipharon (i.e. Phaleron) who hap-
pened to be present at the time - also present was the philosopher
Menedemus - said that no-one had dared touch them. For allegedly
the historian Theopemptus (i.e. Theopompus) mentioned them in his
work and immediately lost his mind. Likewise, the tragedian Theodec-
tus cited them and straightaway went blind.

Logion flags épnoav as suspect and suggests £pnoe instead.

The strongest argument in favor of adopting the reading in MS p
comes from earlier accounts of the episode. The 10th-century histori-
an Symeon Magister writes (Chronicon 47.4 Wahlgren):

TG Beiag odv ypagiig épunvevbeiong kal dvayvwobeiong éxmhayivai te
OV Pacidéa émi 1@ kdAAet T@V Beiwv Aoyiwv kal mavtag Tovg év TéeL
TapovVTog ovv Mevednuov @hoocogov kai Anuntpiov @ainpéwg kai
Bavpalovtwv Ty Suvapy TOv Aoywv fpwtnoev 6 Bactlevg, 6Tt TolovTwV
vty T@V Belwv Aoywy, @G ovdelg ioTopkdV T TOUTOV ¢Uviodn adT@v;
Kal amekpiBn Anurtprog, 6tL 00deig moTe €TOAUNCEV TOoLTWV dyacbal,
St T0 kal edmopmov (var. lect. Oedmepntov) Behnoavta ictopiioal mepi
ATV apa@poavvy kpatndivat kai dvap i8elv, 6Tt To0TO AOTH oLUPEPnKE
nieplepyacapévey ta Oeio kTA.

When the divine scripture had been translated and read out, they say the
king and all his notables were struck by the beauty of the divine utterances.
Among those present were the philosopher Menedemus and Demetrius
of Phaleron, who admired the power of the words. The king then asked
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how come, given the divine words were of such a kind, no historian or poet
mentioned them. Demetrius answered that no-one ever dared touch them
because Theopompus (variant Theopemptus) wanting to write about them
went mad and dreamed that this had happened to him because he had
meddled with divine things, etc.

The anecdote of Ptolemy, Demetrius, and Menedemus was popular
in Byzantium, so our anonymous poet could have taken it from any
number of sources. What matters here is that all major prose versions
of the story, including Symeon Magister’s account, have Demetri-
us alone reply to the king.” There is thus a strong presumption that
our poet too kept to the singular, and a close reading of the passage
confirms that this is indeed what he must have done: after the par-
ticiple mapatvx@v in line 597, line 598, which begins with the main
verb ntapijv followed by 8¢, must be a new parenthetical sentence (as
Westerink acknowledges by enclosing it in dashes). If that is so, the
sentence beginning in line 597 has one subject, Demetrius, and the
main verb must therefore be in the singular. MS p’s €pnoe is then the
correct reading — which raises the question of why it is that the plural
reading was preferred in the critical edition.

Logion, I have already noted, has no knowledge of manuscript vari-
ants. One might think this a fatal limitation to its usefulness, but in
the example presented here the opposite is arguably the case. Leendert
Gerrit Westerink (11990), one of the foremost editors of Psellos, ap-
pears to have misjudged the passage in question precisely because he
had a secure grip on the relevant manuscripts and definite views on
them. He writes about MS s, whose reading he prefers:>

codex multa cum cura exaratus, quem in edendo textu praecipue secutus sum.

This manuscript is written with great care, and in editing the text I have fol-
lowed it for the most part.

v Cf. George Hamartolus, Chron. brev. PG 110: 348.26 kai dnekpiOn Anuntprog;
George Cedrenus, Comp. hist. 1, 290.5 (Bekker) kai dnekpin 6 Anpuntpiog.
2 Westerink makes these comments in his edition of Poem 1 (1992: IX). On MS s

more generally see also his remarks on page VIII.
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By contrast, Westerink has this to say about MS p, whose reading he
rejects:*

hic quoque codex, quamquam Monomacho carmen inscribit, deterioribus adnu-
merandus est. desunt vss. 649-1201; nimirum scribam, cum dimidium fere poe-
ma descripsisset, laboris piguit, quamobrem reliquis omissis ad epilogum transiit.

This manuscript too, although it contains a dedication to Monomachus, must
be counted among the inferior ones. Lines 649-1201 are missing: no doubt
the scribe got fed up after copying about half the poem and, skipping the rest,
went straight to the epilogue.

Westerink considers p an ‘inferior’ manuscript, partly it seems on
the ground that it contains large gaps.>* That general assessment, how-
ever, should not prevent serious consideration of its readings.» As
West notes, the quality of a manuscript ‘can be used as a criterion only
when other criteria give no clear answer’.>* In our case, we do have a
clear answer, and Logion draws attention to it.

What we see here is another case of human bias affecting our ability
to make good editorial decisions — arising this time not from mere
habits of reading and our tendency to take word divisions for granted,
but rather from hard-earned philological expertise on which manu-
scripts seem more reliable. The phenomenon of trusting such manu-
scripts even in cases where they contain errors has long been identified
as a problem but despite many warnings it remains stubbornly per-

21 Westerink 1992: X (on Poem 2). For further details see his comments on page
VIII: “Parisinus gr. 2875, s. XIII: Poem. 53 (ff. Ir-2v); 5 (ff. 3r-v); 4 (£ 3v-5v); 2 (ff.
5v-11v); 3 (ff. llv-12v); separatim 24 (ff. 140v-143v)”.

22 Compare his comments on Poem 3, Westerink 1992: XIII: “desiderantur in hoc
codice [sc. Paris, Bibliothéque nationale de France, Grec 2875] vss. 65-82, id quod casu
factum esse non potest, cf. quod supra dictum est de magna parte Poem. 2 consulto
praetermissa’.

* The precise relationship between MSS s and p is unknown but there is reason
to believe that the latter represents an independent branch of the tradition and that
épnoe is therefore not a scribal conjecture. Among several superior readings in p that
are not easily explained as the result of ad hoc scribal correction one might single out
Poem 53.657 Of) pnvicag p v: Snunpicag s.

2 West 1973: 50.
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sistent:* to know that one manuscript is ‘better’ than another and not
get distracted by that knowledge is a difficult thing for human editors
to do. Machines do not have this problem because they lack the con-
textual knowledge that induces human scholars to form biases for or
against specific manuscripts. Logion is fundamentally insipid and can
do nothing without human expertise. But, by the same token, it can act
as a useful check on precisely that expertise.

Machine learning algorithms are not just useful in drawing attention
to specific manuscript readings that have been neglected, as in the last
example. They can also help reassess wider issues in manuscript stud-
ies. I conclude this chapter by looking at a particularly serious case of
editorial bias, this time against a manuscript that deserves more credit
than it has received. At issue is the commentary on Aristotle’s Physics
that has sometimes been attributed to Psellos. The following passage
was the starting point for the investigation presented here (376,28-
377,3 Benakis):

‘Opoiwg 6¢ kai 1O oLV Suvdel €ig TO Evepyeia petaPaller yéyove yap &v
Suvapet Emotrpovog Emotnuwy Evepyeia kab €5y, kai Bewpel kat’ Emotiunv
& ) éumodiinTa.

And in the same way a quality that is potential gets transformed into one that
is actual. For in the potentiality of the expert (?) an actual expert comes about
through trained habit, and he observes according to his expertise unless he is
prevented from doing so.

Logion flags ¢v as suspect and suggests £k instead.

The author of the commentary — more on him in a moment - explains
how a potential quality (106 mowov Suvdpet) changes into an actual one
(el 10 évepyeia petafdMer). For illustration, he cites an example which
he lifts from Aristotle: a potential expert becomes an actual expert by
reasoning like one (kat” émotiuny). Logion’s ¢k Suvdpel émotrpovog,
‘from someone potentially expert” corresponds to gig 10 évepyeiq, into

» For Housman on the ‘application of thought’ see Battezzato 2021. Also relevant is

Pasquali’s call not to dismiss entire groups of manuscripts out of hand, see Pasquali 1934.



71 3. What is Artificial Intelligence Good For? A Philological Perspective

something actual’: each formulation captures the transition from one
state to another. All that makes good sense and is in line with what Ar-
istotle argues in the Physics.* By comparison, it is hard to make sense of
the text of the commentary as Benakis prints it. What could it mean to
say that an actual expert comes about ‘in the potentiality of an expert’?
Even if one might imagine ways of interpreting this formulation in a
different context, within the context of the Physics commentary it in-
troduces a stark non sequitur, for the author has not been asking what
happens év duvapel but rather how something that exists potentially
(10 Suvayer) attains actuality (eig T0 évepyeiq petaParlet).”

Now, it turns out that the oldest available manuscript, MS L (Firenze,
Biblioteca Medicea Laurenziana, Pluteo 87.5), in fact reads éx duvaypet
¢motnpovog, as suggested by Logion, not év Suvapel émotnpovog as
printed by Benakis, who follows later manuscripts. Moreover, MS L also
reads eig, not the meaningless @g, in the phrase i 10 évepyeia petaféailet
earlier in the same sentence — ‘pace’ Benakis who records ¢ig as his cor-
rection for transmitted wg 10 évepyeia petafdMer* Cf. MSL{. 133r:
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Fig. 2. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 133r.
Courtesy of the Italian Ministry of Culture. Any further reproduction by any means
of this or any other part of the manuscript reproduced in this article is prohibited.

The sigma in eig is unusually straight (red circle) and the kappa in
¢k has a squashed appearance (blue circle). But €t in ¢ig is confirmed
by the same diphthong, written in the same way, in the following line
(red arrow); and the squashed kappa in €k is recognizably the same
letter as in éxivnoe three lines further down (blue arrow). MS L, then,
preserves the correct text of the passage, with Logion and against the
other manuscripts.

What we have here is the machine prompting us not just to reevalu-
ate known manuscript readings but also to clarify what those readings

¢ Ar. Phys. VIII 4, 255 b 1ff.
¥ Benakis 2008: 376,1-2.
8 Benakis 2008: 376, app. crit.
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actually are. We see more examples of this elsewhere in the volume,
each of them valuable in its own right. For the purposes of the present
argument, I focus not on individual cases of misreported manuscripts
but on the more fundamental questions they raise. Specifically, I ask
whether it is pure coincidence that MS L alone preserves the correct
text twice in one sentence. Scholars have disagreed about the value of
MS L, but not about who wrote it: as Harlfinger has shown, the man-
uscript is the handiwork of the 13th/14th-century philosopher and
polymath George Pachymeres. Was Pachymeres also the author of
the commentary, as Golitsis has argued on codicological grounds or
was he copying out a commentary written by Psellos?3°

Golitsis’ argument has found widespread approval but has not con-
vinced everyone. Notably, the editor of the Physics commentary, Li-
nos Benakis, sought to prove that MS L goes wrong too often and too
egregiously to qualify as an author copy. In support of his skepticism,
he assembled a list of what he considered to be scribal errors in MS
L.3* The list, on first reading, seems impressive and thus successfully
undermines our faith in the manuscript (and therefore its potential
status as an author copy). However, on closer inspection, the errors
listed turn out to be explicable or, in fact, not errors at all. I reproduce
Benakis’ complete list here, together with some brief comments:

8,10 ovdev Alvetal TO ovumépacpa pro ovdEV KwAveTal TO
ovunépaopa — ‘Pace’ Benakis, MS L’s Avetai, rather than kwAvetay, is
the correct reading; cf. Aristotle, Topica 160b 28-29 dvaipeBévtog ovv
100 Zwkpatn kabfobat 00dev paAlov AéAvtat 6 Aoyoq.

34,8 el kai avtog TadTa éleyev pro fj kai adTog — MS L’s § (... fj)
is idiomatic in combination with ok oida in both Psellos and Pa-
chymeres and should be adopted; cf. Psellos, Ep. 309.6-9 Papaioannou
"Epg 8¢ (g 0idag) movpovtal ToAhoi €ig Tag dlwoelg, ovk oida fij d¢
TAVTAC AYan®VTa, fj ©¢ mapd TOAMGV dyanwuevov, Pachymeres, Hist.
brev. 4.32.17-18 oUTw Sikatwoag 0pBivan T@ Pacthel, odk oida fj katd
A0y iSiav 1 kai St i éxeivov ékpeiMELy.

35,2 £v aptOuov pro €v aplOpu® — MS L’s év &piBpov vmdpyovoav for
Aristotle’s &v dpiBu@ dv (Cat. 4a 10-11) does look like a slip, but it is
the kind of slip that can easily happen to a busy commentator, espe-

» Harlfinger 1996.
3 Golitsis 2007.
3t Benakis 2008: ¥49-*50, n. 74.
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cially when his mind is distracted by other thoughts. Ours evidently
wished to refocus Aristotle’s formulation (to Tavtov kai v [...] 8v) by
stressing the role of ovoia, replacing 6v not with odoav but with the
more emphatic dnapxovoav.’* Amidst these deliberate transforma-
tions, a further unwanted change crept in that was evidently induced
by homoioteleuton (16 TavTOV Kai v dptOuOV KTA). >

37,16(-17) obv Tpitw DMOKEIUEVW TV VANV pro ... Tfj DAn - MS L’s
v VANV is in fact correct, and Benakis rightly adopts it in his text.

48,3 10 Umopévov pro To drokeipevov — ropévov (MS L) is correct, not
vmokeipevov as in the other manuscripts; cf. Aristotle, Physics 190a 9-21.

49,2 £l TOV OVOLOV HOVWV OV pro Eml TV oVoIdV HOvoV v — MS
L’s (and A’s) pévwv must be right: it appears in the text of Aristotle’s
Physics found in MS L and goes back to an ancient variant attested in
MS I, Philoponus (lemma) and perhaps Simplicius.

56,15 S1TT@OG pro dixd¢ Arist., codd. - MS L’s Strtdg (Sic; cf. £. 16r.
Benakis reports 8tttodg in his app. crit.) is a deliberate departure from
the base text in a passage where the author is glossing, not quoting, Ar-
istotle. That other manuscripts normalize to Aristotle’s Stx@g should
come as no surprise.

66,21 TPOTWG pro Mp®TOV Arist., codd. - mpwtwg appvBuiotov (L)
seeks to clarify a difficult passage in Aristotle (10 mpdtov évumdpyov
ékdotw appvbiotov, II 1, 193a 10-11) by replacing an ambiguous
form. Reintroducing mp@dtov from Aristotle, as Benakis does following
other manuscripts, results in an inferior text.

73,12 (Sic. Benakis references 76,24) 1 a0Tr} kai Hetd pro 1 avth Kol
pia — MS L in fact reads pia (below, red circle), not the nonsensical
peta reported by Benakis (f. 21v):

v WY PENT

Fig. 3. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 21v.

32 4pBu@ in MSS B and C may then be the result of harmonization with Aristotle’s
text.

33 Pachymeres, for one, was not above making mistakes of this kind, as Concet-
ta Luna points out to me. She cites an example from his continuation of Proclus’
Parmenides commentary; cf. Gadra et al. 1989: 36.25, where Pachymeres writes 10
npokeipeva in the autograph copy Paris, Bibliotheque nationale de France, Grec 1810
and the editors correct to T Tpokeipevov.
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82,8 évtelég pro évtehexés — Given the context (II 3, 195b 3-6),
¢vteléq (L) seems preferable to évtedexéc; cf. Pachymeres, Comm. Ar.
Met. 74.15-19 Pappa.

187,20(-1) T0D pn Aéyetv pro tod Aéyetv Arist, codd. — ‘Pace’ Benakis,
MS L’s un is necessary: the author explains why Aristotle says év @
undév éotiand not év O pndév €0TL odpa.

190,3 (Sic. Benakis references 190,2) T@v T0100TWV S1A0TAKATOG pro
Tob TolovTov Staotrpatog — ‘Pace’ Benakis, T@v toovtwv, ‘of such
things’ (L), is better than oD TolovTov, which arose from attraction to
Staotrpatog.

214,2 AdpPave pro AapBavetrat — AapBave (L) seems right; cf. 214,14
Benakis (AapPave again).

215,8 &ig dmelpov pro eig dnepa — L’s dmetpov is the better text; cf.
Ar. Phys. 200b 20 @G T £ig dmelpov SlapeTOV oLVEXEG OV.

217,11 1} vdg pro ot dvo Arist., codd. - 1} dvag (L) must be printed
since the author signals a quotation from Aristotle and 1} Svdg is what
Aristotle says at Phys. 220a 27 (‘pace’ Benakis).

218,11 Kal £1epog kal ETepog pro kal Etepa kail €tepog — £Tepog kal
gtepog (L) is certainly correct. The commentator explains Phys. IV
12, 220 b8-10: time is always different (el €repog) for the moments
are different (ta yap vdv €tepa). He thus correctly takes del étepog
as €tepog kai €tepog; cf. John Philoponus In Phys. 744.14-16 vOv 8¢
ovK €0TLv 0 aplBp®@v, AAX’ O apiBuovpevog, MoTe ETepog Kal ETepog O
napeANALOwG kol O HEAAWV.

317,13 0 Aéywv pro 0 Aoyog — MS L’s 0 Aéywv (f. 108v) is preferable
to 0 Adyog in the other MSS: Zeno as personal subject chimes with
past tense in kateokevale, and at issue is in any case not one Adyog
but several; for the formulation with 6 AMéywv cf. Pachymeres, In Met.
31.12, 82.12.

362,22 (Sic. 326,23 Benakis) opovont@g pro opovontikdg — ‘Pace’
Benakis, MS L (f. 127r) actually reads opovontik@c, not the unparal-
leled 6povont@g, using the same abbreviation (red arrow) employed
earlier for bmoBetik@¢ (blue arrow) and delkTik®G (green arrow):

" ot Adeatedd SN E SRS g 5.4 Gand - r -
,'a:‘ \A\vr’«&pg wv, T“W¢A~+ m\{‘ddlr(df(,\
M"““ ¢cfﬂo, f "4.5\. e e)\rmr."n\-/ﬂt«.,uu..\

p',,J‘,'Zu?ﬂ(‘ro» %17.7&; vm-/w»no» ."‘w‘ 40

Fig. 4. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 127r.
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MSS A (“non vidi”), C and D (“non vidi”), which read opovontag,
either themselves misread or depend on a witness that misread a sim-
ilar abbreviation. Michael Apostolios, the scribe of the Parisian MS
B, correctly spells opovontik@s. He may have read more carefully,
worked with a clearer Vorlage, or else corrected what he realized was
a faulty text.

394,8 ovUte pro dte - ‘Pace’ Benakis, MS L in fact reads dte, which is
correct, not the nonsensical obte. Compare word-initial alpha in dre
(red arrow) with dpa as written in the right-hand margin of MS L £.
85r (blue arrow):

™
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Fig. 5a. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 139v.
Fig. 5b. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 85r.

425,4 (Sic. Benakis references 425,5) koatd thHv dvaloyiav Tig
4vaoTpo@fig pro Katd TNV dvaloyiav TG AVILOTPOPRG — AVATTPOPTG
for avtiotpo@ig does look like an error in MS L, but it is the kind of
error that an author would make, near the end of a text, at the end of
a section, and immediately after a similar-sounding word (homoear-
chon): note kata v avaloyiav Tijg avaotpoeic. We can imagine
several ways in which later copyists arrived at what looks like the cor-
rect text.’

As may be seen from this brief review, very few of Benakis” passages
attest to actual corruption in the text of MS L. The few errors in his list
that bear philological scrutiny are as likely to have been made by the
author of the commentary as by a scribe copying the work of someone
else. Tellingly, among these alleged errors, there are several passages
where MS L turns out to preserve superior readings. In addition, there
are cases where the readings in L singled out by Benakis help to explain
what we then find in the later manuscripts, suggesting dependence ei-

# As Concetta Luna points out to me, almost anyone could have taken avtiotpogn
two lines above (425,2 Benakis) and improved the text on that basis; see also 424,11
Benakis dvtiotpo@ws. Most economically, perhaps, we might hypothesize that the lost
Escorialensis A.IV.24 already contained the correct reading. See Golitsis 2007: 668,

670 on the status of that manuscript as “une sorte d’édition officielle”.
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ther on L itself or on a similar manuscript. There are also signs that
the commentary is based on the idiosyncratic Aristotelian base text
included in MS L, but not in the other manuscripts. While none of this
proves that MS L is an author copy, the considerations offered here
suggest that we should pay more careful attention to this manuscript.
We can further strengthen these initial observations by considering
other passages where Logion sides with MS L against Benakis and/or
the other manuscripts. I review them below, again with brief annota-
tions. Manuscript readings that are misreported or omitted in Benakis
are marked with an asterisk. The digitized Parisini graeci 1920 (B) and
1947 (C) serve as controls.>

15,14 kol GAo 1@ avBpwny elvar Benakis, MSS B, C: kai &\\o 10
avBpwmnw etvaw MS L, suggested by Logion. 16 &vBpwne elvat is plainly
correct, judging by context and the parallels in Aristotle (Anal. priora
91b 6, Met.1006a 33, etc.).

19,21 avtf] Benakis, MSS B, C: avt@v MS L, suggested by Logion.
avt@v must be correct. The commentator is paraphrasing Phys. I 3,
186b 3 wote elvai Tt ékaotov and wants to explain what ékaotov is.
So he writes avt®v éxdtepov and then specifies: T0 Dokeipevov kat &
ovuPePnkev.

22,15 10 Omep O Benakis: 10 émep 6v MS L* (Sic. Benakis reports 1o
Omep 0), suggested by Logion. v is clearly correct; cf. Arist. Phys. 186b
14 611 ¢ Sraupeital 1o Omep Ov ... The text of 22,14-17 Benakis is only
attested in MS L, between the lines and in the margins of the main
commentary text. As Concetta Luna points out to me, it is written by
a different hand from that of Pachymeres and disrupts the syntactical
and logical flow of the passage.’ It is not part of Pachymeres’ text and
should not have been printed in Benakis’ edition.

MSLT{. 5v:

35 Paris, Bibliothéque nationale de France, Grec 1920 and Grec 1947. Images are
courtesy of the Bibliothéque nationale de France. For discussion see Benakis 2008: 51*.
36 qvamaly yap (17) ought to follow immediately after dAAd kai Todto ddvvatov
(13-14) because the commentator is paraphrasing Phys. 186b 30-31 dAX’ ddOvatov-
¢KEVO Yap év T@ ékeivov Noyw €veottv. As things stand, line 17 &ig ta dmnep dvta

avdamahwv yap is bereft of meaning (Concetta Luna, per litteras).
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Fig. 6. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 5v.

87,17 moAAd Tuxaiwg yevopeva Benakis, MSS B, C: ywvopeva MS L,
suggested by Logion. Context confirms that yivopeva must be correct.
MSL{. 26v:

Fig. 7. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 26v.

134,7-8 Benakis relegates L’s reading ye (shared by MS D, “non
vidi”) to the app. crit., but Logion, without knowledge of the variant,
suggests ye, which is clearly preferable.

244,25 10 €i¢ 6 10 &§ 00, &1t €ig émotrunv Benakis, MS B: 10 €ig 611
¢E 00 Benakis in app. crit., MS C: 10 €ig 6 1@ ¢§ o0 MS L*, suggested by
Logion. Only t® £§ ob can be correct.

MSL{. 79v:

Fig. 8. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, . 79v.
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251,29 ANO TO ovvexOuevov éott Benakis, MSS B, C: vmo MS L*,
suggested by Logion. &né with accusative is outside the stylistic range
of either Psellos or Pachymeres. b6 must be right.

MSLf. 81v:
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Fig. 9. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 81v.
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Fig. 10. Paris, Bibliothéque nationale de France, Grec 1920, f. 81r

MS C 158v:
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Fig. 11. Paris, Bibliothéque nationale de France, Grec 1947, f. 158v.

255,25 T@ [sic] 8¢ T® yével piav kivnow elvat obtw AdPe Benakis,
who notes in his app. crit. “t@ yévet L: yévet ceteri’. The true situation is
as follows: 10 8¢ 1@ yévet MS L*: 1 6¢ yéver MSS B*, C*. (See images
below). MS L’s text, which was suggested by Logion, is clearly correct.

MSLT{. 83r:
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Fig. 12. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 83r.
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MS Bf. 82v:
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Fig. 13. Paris, Bibliothéque nationale de France, Grec 1920, f. 82v.
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Fig. 14. Paris, Bibliothéque nationale de France ?, Grec 1947, f. 159v.

261,11 Benakis reports the inferior reading 1} for MS L (i.e. Stagopai
1| €iG), against i in the other MSS (i.e. Stagopai &i €ig). He even prints
f), but this is not viable Greek and L* in fact reads i (below, red arrow).
The issue came to light because Logion recommended replacing 1 with
el

MSLT. 84v:
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Fig. 15. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 84v.

264,10 Benakis prints the impossible évavtial and reports the read-
ing évavtia in MS B. Without knowledge of MS B, Logion suggests
évavtia which is also in MS L* and should be printed.

MSLT{. 85r:

‘ o . ‘l

~ . . d A

raY <8 \'2°2 Ay

/“V,'y/",;t*"".‘ ;.‘0 v“’v”k
L

Fig. 16. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 85r.
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MSBf. 85v:
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Fig. 17. Paris, Bibliothéque nationale de France, Grec 1920, f. 85v.

MS Cf. 162r:

;wwy‘nwv w;(cww*xou: W}\iﬁl . J)’fcwui'q’,
W°“"4°”F(Wa Ww) §mv-4t3wou

a—qc qrw s% we- -ruu'wrw-ra.u&hEW'mc o ey e

Fig. 18. Paris, Bibliothéque nationale de France, Grec 1947, f. 162r.

332,24 eita kvovpeva Benakis, MSS B, C: &i ta Ktvovpeva MS L¥,
suggested by Logion. &i ta rather than eita is clearly what Pachymeres
originally wrote (cf. ei three lines down). But then he changed his mind
and replaced the entire passage €p’ o0 kol pdAhov [...] cuvdyetat 10
advvatov (332,23-5 Benakis) with a different text written in the ex-
treme right-hand margin of the manuscript (see image below).”

MSLT{. 1151

%
2/\?“‘;\ nF v'po/ l;\g\-\L «\,,4 rvtvw:ou.n/n( v Oradm) wJ\r}Aa\;.s\,.,
3\ A-;r\-t":(('L/'{")ﬂu,sW:\ (v, q ‘¢ L\/}« g - -J’
~ N

\
< 4 "
Urrro,u,o\,\\'/c--«m ‘f/[.«,\-u'w,r“"'—»(c;}),‘ ‘ﬂ"‘"’"w

Qe g r

m(ﬂ wihé.r 1.«!1‘5" 4“~rww w», rm,\ (»-n—h...\» - p
-~

" 'Q‘\ ‘,% "7‘4?1‘3! o WM ,,,,J‘,,L,, -..’ 'y, ’“l( o X ’"‘»‘4.«:‘-“'\;'4 1;\

Fig. 19. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 115r.

Detail of previous image (i ante corr.):

37 T thank Concetta Luna for pointing this out to me. A review of the paradosis
brought to light another error in Benakis [2008] and the control MSS: for v 1@ adT®

later in the same sentence MS L has the correct ¢év avt® (blue circles).
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Fig. 20. Detail of previous image (ei ante corr.) - Firenze, Biblioteca Medicea Lauren-
ziana, Pluteo 87.5, f. 115t.

Contrast the different shape of €l in elvau earlier on the same page
(MSLf. 11571):

UhYfe OX ¢y "'r-wt\*k(!'
’n"é:l'.')'s s »//'w\'rlwrv g
m)’o’[r'm ¢-oy : *‘m‘“"" Z'L

Fig. 21. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 115r.

-~

The control manuscripts B and C unambiguously read eita. Cf. MS
Bf. 107v:

£ '

u,nMVnﬂcfrdvTﬂfn 714 ? “ ~¢uJ‘ov S‘)a—#t(J dﬂngﬂriﬂrt{ or
n..rw(onm 0 ¢ ¢ OVHMMGV'R-G”R"(MMVWAn éowTo @
Wiveu iy qrfd(- vnrw”ﬁTm—rva—J\wJoV- G uviper

Fig. 22. Paris, Bibliothéque nationale de France, Grec 1920, f. 107v.
And MS Cf. 182r:
ol Lauisecsal wn

,u.9,uw~1 u:rr(foy ) qéw M.wz.,\,\wm

Vouﬂ&” w 'Tr#/t. ‘L’no-:w./
\

v Pov Toly uw § s o1 ¢ ¢y —olrroc)aoldN

Fig. 23. Paris, Bibliothéque nationale de France, Grec 1947, f. 182r.

370,7 mepl todTov Benakis, MS C: mepi tod 10v MSS B*, L*, suggest-
ed by Logion. Context confirms that mepi Tod TOv must be read.
MS L. 130r (note the grave accent on TOv):
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R Y, JV gov iy s n)vﬂc,-wah’"
,.Mc,vh,)“/ e (/u?\ PR

Fig. 24. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 130r.

MS B £. 120v (NB grave accent):
’ ] e
OV WP &9 ot .. iﬂ“‘“'["“’)‘-ﬁaca,\oﬁr_ om-ip;q-u

" /
TW WPl twbc Man-*/\A/}‘-ov U i i) gdv
2 J\a.ovToeq-av ,\c g ov 466"0 ’d“‘ +\’€o.9“'1 ﬁ‘«f*dt’ nore

Fig. 25. Paris, Bibliothéque nationale de France, Grec 1920, f. 120v.

MS Cf. 193v:

2 4 2 Eack T s | €y : o/
rov-mvm ooy np e.ua wTIC 578X OVTOC 6 g
7«\ -rmr W"’ “'-‘I-S'W fﬁ—}mﬂwu')a.
'f-"rw)dbw Jcc'vuu¢ve ogai- ﬁq,(y u.qu
Fig. 26. Paris, Bibliothéque nationale de France, Grec 1947, f. 193v.
379,3 xept Benakis, MS B: xepi MSS C, D (“non vidi”), *L, suggested
by Logion. xeipt must be right since Aristotle, Pachymeres, and Psellos

all use this form.
MSL{. 134r:

o A i
L:y.:.l\a'ryﬁ e
N“h"\ 61'7:;3-' b
O

s oefar ome

Fig. 27. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 134r.
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MS B 124r:

u,‘ 2& l\«»»’lo‘ "m)\ofrTo‘v
u, wq-m- u)ftpr v op‘fowu u7
roc mvd " imrr:' h e garin

Fig. 28. Paris, Bibliothéque nationale de France, Grec 1920, f. 124r.

MS Cf. 196v:

/ / /
s e
yQ%/qfawa?» ’%/n!a. weo

Fig. 29. Paris, Bibliothéque nationale de France, Grec 1947, f. 196v.

383,10 TO avtokivovv Benakis, MSS B, C: 10 advtod kivodv MS L,
suggested by Logion. 10 a0dto kivodv is correct, cf. Ar. Phys. 257a 29,
257b 2 (10 adTO adTO KIVOV).

MS Lf. 135v (notice rough breathing, grave accent):

:\f‘w\(z‘c;l;.[‘;/y’ y '.L"'(;.;/ Mv» "1’[

Yl

7’ o~ W“,&’ ,04}L¢0 D\J V"\"
L’" '?\“;2"5) !-w.- ;r \,) ¢ ‘h,\g Q«V«\Mﬁ‘

Fig. 30. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 135v.

MS B f. 1251 (smooth breathing, no grave accent):

) - / :
ou ;-vau \v, ov V\9°9°M’/4-6¢¥1' a:f;c‘ ;'M’
’ Sa skt ~ )
orna.J\wa,Tov ,r, wrro MAYOuw 0 AOY MY L4V W
LAY S 1 ’ Vo \
4 W o)\OYMqumvp CArTO WA Y TPV . W) &) “TD

Fig. 31. Paris, Bibliothéque nationale de France, Grec 1920, f. 125r.

MS Cf. 197r (smooth breathing, no grave accent):
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/
poy ~ro0ay au - u;ovka—V S uoe
. ¢

SmiMQeywmwyowo
]

X Y
wyd wghoymy{m—nmmw—-

Fig. 32. Paris, Bibliothéque nationale de France, Grec 1947, f. 197r.

384,9-10 TO pev 10 VI dMov kiveloBal, 1O 6¢ T@® kiveloBat map’
gavtod Benakis, MSS B, C: 10 pév 1@ 01 GAAov kiveloBat, 0 8¢ 1@
KiveloBat map’ éavtod MS L*. MS L’s text, suggested by Logion, is again
superior. Cf. Ar. Phys. 256a.4-8 To0to 8¢ Stx@¢: [...] 00T0G & 0VKETL T
o1’ &M\ ov kiveioBau.

MSLT{. 136r:

ot ~n “
lmwh&_. ﬂ{}pj‘l«.y7 ;
Fig. 33. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 136r.

MS B 126r:

) ’ e
ou- wi (emahy o uulr(u-ror, oo'T)u'rthY'rDu'r'V l‘l/\»m-f;-f t?\ir
B oo™ !
?‘"“’ o puty -Mov WY o - qvl"ﬁ,'rvwvd&ﬂ"'r‘"f
Tov . gr{'vfrifvvi\ de -.Nme 'T;u Ao {:Vfr-—vroffufrﬁf" W’T"

Fig. 34. Paris, Bibliothéque nationale de France, Grec 1920, f. 126r.
MS C{. 198r:

/c 'r'b-rré.AlVe;t“(VO wZ-nvroS ToY» -:)'ﬂ«/» -rﬁoV‘
ﬂuﬂp,'uu,\}pvado&mﬁ)o N, -
apnd way \agmae o [oV f]o-nnow por

Fig. 35. Paris, Bibliothéque nationale de France, Grec 1947, f. 198r.



85 3. What is Artificial Intelligence Good For? A Philological Perspective

398, 5 T00TO VY’ £vOG kdotov ovpPaivel Benakis, MSS B, C: é¢’
€vog ékaotov MS L*, suggested by Logion. Only é¢’ £vog can be cor-
rect.

MSLT{. 141r:

~IM G5 O T
9hy- ¢ }&Jﬁ A
Y~ oo -~ o
0 » @fvo oy e 19
=% ] / y \
O'U/“‘ﬁ-evy¢“1 T ¢y
Fig. 36. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 141r.
MSBf. 191r:
Y} ~ -~ 1 Lsd iy 3 (77 )
M oLTWY P rruvfa—p wacm - 4 e o

C AR T

» t -~ ] /
eoM«- To wWeoe ¢ ne-gov «-v/ﬂrgmvd

» ’ 7y I o~ ’
£Emdad ¢ofwvuv rr-oc /‘wquounrpa’T

Fig. 37. Paris, Bibliothéque nationale de France, Grec 1920, f. 191r.
MS Cf. 202v:
'; \; ‘A s \ . I, N X
§ ~row [wy "“?“’7""[17'3\4[:4'0.08"4' dTe
n g b / ! |
a’)\)\i)ovn- < woegov oV d ¢”°"
~ / ’ "
70\ FWva’?os [y w smoyov ""'7;) Lpoy: N
. ' . )
Fig. 38. Paris, Bibliothéque nationale de France, Grec 1947, f. 202v.

408,20 anm\@g On ov Benakis, MSS B, C: amAdg 8¢ ob [sic] MS L*,
suggested by Logion. am\@¢ Or) ov is unparalleled in Greek literature.
By contrast, am\@g 8¢ o is not just good Aristotelian idiom but also
occurs in the base text of Aristotle’s Physics (263b7), on the same folio
page of MS L (f. 145v) as the comment in question (red circles, com-
mentary on the left, base text on the right):
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Fig. 39. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 145v.

410,17 &V adT® yap T@ Xpovw, év @ yivetai Tig Benakis, MSS B, C: 1t
MS L* after correction, suggested by Logion. Tt is right. Note ti¢ (blue
circle) in the line immediately above 1t (red circle) in MS L £. 146r:

Vs
7Y

Fig. 40. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 146r.

Logion, we can conclude, shows a pronounced tendency toward sid-
ing with MS L against Benakis and the control manuscripts B and C.
In fact, even where the machine goes wrong it still helps to reassess
MS L’s role in the transmission of the Aristotle commentary. I end this
chapter by considering a selection of passages where, without agreeing
with MS L, Logion nonetheless prompts reflection on its value as a
witness:

25,9-10 Ta & amoyevvdparta aiobroet kai §6&q Benakis: §0&a MSS
B, C: 86 [sic] MS L*. Logion suggests §0&n. The Doric dative is em-
bedded in a quote from Timaeus, so Benakis is right to print it. Logon
overcorrects to the Attic dative in eta. While the conjecture itself must
be rejected, it draws attention to the fact that MS L does in fact spell a
true dative by inserting iota subscript, contrary to normal Byzantine
practice (f. 6r):
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Fig. 41. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 6r.

The control manuscripts B and C both spell without iota subscript.
Cf. MS Bf. 8r:

Fig. 42. Paris, Bibliothéque nationale de France, Grec 1920, f. 8r.

And MS Cf. 94r:

Lo 'fquy} ¢umgug>~)~,\ca- e g\umyﬂmu—?.ml e“’f‘§*»‘3“d WMX
" |Ndwa;ewk}?¢mnm T&US\J}\N)@ mwyo,&w B T ey / 5b:
P ooy Boneldlul 3 et aw rad e u,vwmgqmew;\, Q
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7

Fig. 43. Paris, Bibliothéque nationale de France, Grec 1947, f. 94r.

89,12 GA\o Te kopoopevog Benakis. Benakis reports dAo te (two
words) for MS L (and D, “non vidi”). In fact, MS L* should be read
dM\\ote (one word), which is plainly what the author intended. Logion
suggests the incorrect d\\o Tt but deserves credit for flagging the prob-
lem with Benakis’ text. MSS A (“non vidi”), B, and C have the inferior
4o TO KooOpEVOV (sic).

MSL{ 27r:

Fig. 44. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 27r.
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194,4 &AA& olov TO v TolodTov kai Bdtepov Benakis, MSS B, C, L.
Logion suggests &A\’ olov. As Concetta Luna points out to me, dA\&
olov with hiatus is possible in principle (it is printed by editors in e.g.,
Plato, Leg. 832 B s5; Plotin, Enn. II 5, 5.8 and often; Themistius, Or.
2: I, 44.7 Downey; Hermias, In Phaedr. 206.18 Lucarini-Moreschini;
Damascius, In Phaed. 1, § 290.2 Westerink; Philoponus, In De gen. et
corr. 109.6 Vitelli; id., In Phys. 721.9 Vitelli, etc.). However, Psellos and
Pachymeres appear to use only elided &AX’ olov (38 times and 10 times
respectively) and alpha is also elided the only other time the phrase
occurs in our Aristotle commentary (179,20 Benakis). In the present
case, the layout of MS L may have encouraged the unusual spelling
with hiatus by placing line break between the two words (f. 63v):

S i O kil : oS
Y Y. I 4 . -
(;(’d::/\\\)\,"‘(ﬂt/\\v} “"”"(‘/\!” “’""“\u’ T N T PD A
. J ’ 2 Wt or Yoo
5 i g/ ,\,y,.uu»urrolw" e 'Y’-‘ v 0 SO BN e
A X ~ - ' .
a i 2 N < X .
l‘_:f’\\ v : Yol - )'vcp J*U" ,v}ur\d ng ') aq\a A Rlna P/~ eV at (9. /)
v
. p .
% N “\,«\\3"”‘/0(\@\\7%\1 \‘br""‘ (o ]*ven/\-b\ 4'\n ,‘
& ¢ g e - 4
6] S LY ¥ e

RNy AT ~¢,,m,.‘
" i S’ > Y Y
Ly ’Z“ ,3¢,x_u‘p, v oo en g koL (0 "n-bo 4 Dl om s A \‘* | gy

¢y —'.‘\ yoy (\$ax

” \ & . o Rl & i Y s "y N pe

Fig. 45. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 63v.

Detail of previous image (with dA\a at line end circled in red):

Fig. 46. Detail of previous image (with &\A& at line end circled in red) - Firenze, Bib-
lioteca Medicea Laurenziana, Pluteo 87.5, f. 63v.

279,22 adlaipeta fi mdoa kivnolg Benakis, MSS B, C: ddwaipeta, 1
ndoa kiviowg MS L*. Logion suggests ddtaipeta ndoa kivnotg. Logion’s
conjecture is wrong but prompts a reassessment of the transmission
which shows that MS L alone preserves the correct text (f. 91r):



89 3. What is Artificial Intelligence Good For? A Philological Perspective

Fig. 47. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 91r.

370,25 Ote AiBog Benakis: 6, te [sic, with comma indicating word
boundary] MSS B*, C*, L*. Logion flags dte without offering the cor-
rect solution. 6, te echoes MS L’s base text of the Physics (8, te AMiBog
again at 253b30, see below), against modern editors who print 0 8¢
AiBog.

MS L f. 130v (red arrow points to comma before te, blue arrow to
breathing above £v):

Fig. 48. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 130v.

MSBf. 121r:

la _‘.i"v ,», A ’ ,"‘ Tah ! Jf." NS
w e O [da Ny g ow yanTiov weles pdfov
bl QA SN Boe, & hn 0 petp &y

hihanlt Gl B S R R S, R :
Toe qe Mwudzm"fﬁo"u ek oo g'ufn*‘??q’m"’(t-
Fig. 49. Paris, Bibliothéque nationale de France, Grec 1920, f. 121r.

MS Cf. 193v:



90 Johannes Haubold

r4°‘—8\€1/°°'w W"WI’OV wc""{,o>\grwy oU'rwc .
Nq 2 ‘ﬂ%'mca}\"ﬁ-«’cysw o‘/'r”a)y\Olw o

I
d
ou,u.z,_ apwéwa'eaom/i wc—m,ua.,a.—mn'u-1

Fig. 50. Paris, Bibliothéque nationale de France, Grec 1947, . 193v.

Compare the Aristotelian base text as written in MS L (f. 130v):

)08, ¢
-Molcosm OTmo,% c:v eols\" eOTY rive),

e Q

N (Scbfbso\,q. Ggw;u\ arwﬁo/z.)l

Fig. 51. Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5, f. 130v.

Summarizing the final part of the discussion, even where Logion
does not side with MS L, it can prompt a reassessment of its value, be
that by stimulating reflection on its layout; by suggesting further con-
nections between the commentary and the Aristotelian base text; or
simply by inviting us to revisit passages that previous scholars misread
or arguably misjudged. For now, these are preliminary conclusions:
more work is needed to establish just how important MS L is in the
transmission of the Aristotle commentary; and how strong the philo-
logical case is for considering it an author copy. I will anticipate here
that, in my view, the philological arguments presented above can be
added to Golitsis’ codicological considerations and thus support his
conclusion that the commentary was authored, and not just copied, by
Pachymeres.*® What bears emphasizing for the purposes of this chap-
ter is the role Logion plays in drawing attention to questions about
manuscript reliability and attribution, so that human scholars can
then attempt to answer them.

3% Most compelling, it seems to me, is a passage in 332,21-333,3 Benakis where Pa-

chymeres makes extensive corrections to his own text.
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Conclusion

Machine learning algorithms, I have argued, are more than just in-
teresting gadgets. Among their several other philological uses illustrat-
ed in this volume, they can help draw attention to human biases in
the assessment of individual manuscript readings and, indeed, whole
manuscripts. In my first example, the machine suggested modifying
and merging two words that look, on the face of it, perfectly unob-
jectionable. Human beings think grammatically and by and large that
is a good thing. Grammar helps us recognize linguistic patterns and
guard against the kind of nonsense that machine learning algorithms
often produce. But grammatical intuition can become a hindrance.
The problem is not so much that we know Greek too well for our own
good but that the medieval scribes did: they tended to err in ways that
made sense to them. A nonsensical reading would be much easier to
detect and restore to the original wording than the errors they tended
to produce. If the scribe of MS O had written el instead of €imot
po, the error would have been discovered long ago. eimot pot looks
legitimately grammatical, which makes it hard for human readers to
question without somebody or something prompting them to do so.
Artificial intelligence can prompt us to reconsider the transmitted text
in precisely this way. I could have adduced many other examples of
this kind, but the point of this piece is to illustrate by selection, rather
than provide the kind of coverage and statistical assessment that chap-
ter 5, in particular, aims to provide.

My second and third examples dealt with philological expertise, and
specifically the judgments that editors form of the manuscript witness-
es on which they base their texts. To judge a manuscript ‘excellent’ or
‘poor’ is of course legitimate. The problems begin when generaliza-
tions of this kind unduly influence specific editorial decisions, which
can only be based on the merits of each individual case, as I tried to
show by way of my second example. Logion, which knows nothing
about manuscripts, can for that very reason remind us that following
what we consider the ‘best’ witness may not always produce the most
reliable text. My third example went further, suggesting that Logion
can help with assessing entire manuscripts and even, as I plan to argue
in greater detail elsewhere, with authorship attribution. I anticipate
here that Pachymeres himself did in fact author the commentary on
Aristotle’s Physics which he wrote down in MS L. But whether or not
we believe this to be true, we must take care not to let that question
distract us from the task of recording the readings in that manuscript
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accurately and evaluating them as objectively as possible. The point
here is not at all that machines produce better or more objective phil-
ological work than humans. Machines too are biased, as we read daily
in the news and as illustrated in chapter one. My point here is that
machines can differ, in their biases, from humans - and that, I argued,
is one reason why machine learning can provide useful tools for phil-
ological work.
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ParT I

AN EXPERIMENT
IN ARTIFICIAL
INTELLIGENCE
AND GREEK
PHILOLOGY






4. How Does Logion Work? An
Introduction for Philologists

Logion is the first deep neural network designed to assist philologists in edit-
ing premodern Greek texts that have reached us via manuscript transmission.
This chapter introduces the model and describes how it works. The aim is to
provide, in clear and non-technical language, the main information philolo-
gists need in order to engage with Logion knowledgeably. We explain how
language models like Logion learn; how they process text; and how they can
be used to identify and emend cases of corruption in the transmission of pre-
modern texts. Important terms and concepts, such as tokenization, Leven-
shtein distance, and chance/confidence ratio, are introduced in the course of
our account. A separate appendix explains gradient descent, the method by
which Logion learns.

Keywords: Masked Language Modeling; Subword Tokenization; BERT; Gra-
dient Descent; Chance-confidence Ratio; Ancient Greek; Premodern Greek

In this introductory chapter, we aim to provide guidance about lan-
guage models for philologists interested in machine learning methods
for the restoration of ancient texts. More specifically, in the spirit of
interdisciplinary collaboration, the point of this contribution is to sup-
port an intuitive understanding of how Logion is trained. The account
offered here is by no means intended to be exhaustive or even suffi-
cient for a reader interested in the workings of language models. It is,
rather, a response to questions we were frequently asked by our phil-
ological collaborators, which is to say, the other contributors to this
volume, who in turn graciously introduced us to important principles
and practices in philology.

Brooks, C., Cowen-Breen, C. 2025. “How Does Logion Work? An Introduction for Philologists” in Battezzato,
L., Graziosi, B., and Haubold, J. eds. Artificial Intelligence and Greek Philology: An Experiment, Pisa: 97-107.
©2025 Authors for the texts

©2025 Edizioni della Normale | Scuola Normale Superiore for the present edition CCBY-NC-SA 4.0
ISBN 978-88-7642-816-6  e-ISBN 978-88-7642-815-9 DOI https://doi.org/10.2422/978-88-7642-815-9



98 Creston Brooks and Charlie Cowen-Breen

How Do Language Models Learn?

Natural language processing (NLP) has an extensive history prior to
the arrival of the large models we know today, such as ChatGPT. Even
before the advent of deep learning, researchers have battled with the
question: what are the most effective ways to teach artificial systems to
understand and generate language?

Consider the ways in which humans teach other humans to learn
natural languages, both as infants hearing words for the first time, and
as students systematically learning foreign languages. In the latter sce-
nario, teachers lay out rules of grammar, compile lists of vocabulary,
and design tests to assess their students’ mastery. In the former, infants
learn without systematic instruction of grammar, lists of vocabulary,
or formal assessments, gradually discerning patterns and meaning.
Nevertheless, they are apparently able to learn from observations of
the language around them, and the hope is that the same can be made
true for artificial systems.” At the moment, artificial systems need ac-
cess to large quantities of linguistic data in order to learn.

In the age of the internet, large corpora are easy to acquire, with tril-
lions of words available across sites such as Twitter, Reddit, and Wiki-
pedia.> Admittedly, access to training data is significantly more limited
for premodern and minority languages, but provided we have datasets
on the order of millions of words, it is still feasible to apply machine
learning methods to support philological aims.

The exact mechanisms for training models differ, but the training
objective traditionally involves taking text from a corpus, hiding some
of the text, and tasking the model with guessing the missing contents.
One such mechanism is the Masked Language Modeling (MLM) ob-
jective, which typically ‘masks out’ 15% of an input text. The model is
then asked to fill in the missing text, using the provided context.> This

' For a survey on the relationship between language acquisition in infants and in
LLMs, see Vong et al. 2024, Lake et al. 2023.

> One such open-source corpus, RedPajama-Data, contains roughly one trillion
words taken from Commoncrawl, C4, GitHub, ArXiv, Wikipedia, and StackExchange
(Together Computer 2023).

3 Another pre-training objective employed by most modern large language mod-
els involves predicting text given only prior context, rather than bidirectional context
(Radford et al. 2018). As only prior context is required, it is straightforward to use such

(autoregressive) models to generate streams of text.
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is the training objective used by BERT, which is the model we employ
for Logion.*

Consider, for example, the following (masked) sentence: I am
[MASK] to the store to buy cherries for a [MASK]. Which words could
feasibly fill the masks? Someone could be ‘going’, ‘heading’, or ‘driving’
to the store to buy cherries for a ‘snack’, a ‘“friend’, or even a ‘change’
(maybe they’ve grown bored of apples). These are all reasonable sug-
gestions, but in the end, we might reveal that the masked words were
‘running’ and ‘picnic’. Depending on the corpus from which we are
drawing examples, another masked sentence might read: The Lean-
ing Tower stands in the city of [MASK]. In this case, there may be
fewer reasonable guesses than in our previous example and a different
knowledge base required to form them.

Here we begin to observe the power of MLM as a means of training
a language model: there is no need to prepare specialized lessons in
order to train such a model. It is only necessary to take text from a de-
sired corpus, which serves as our ground-truth data, and to mask por-
tions of it, then ask the model to attempt to fill the masked portions of
text. Conveniently, we retain the ‘answer key’ in the form of the origi-
nal, unmasked text. The model attempts to fill the masked portions of
text, then compares its guesses with the original text. By repeating the
process of masking, having the model guess at what is missing, then
learning from its errors and successes, the model eventually learns to
produce better guesses. Without receiving specific instruction, it gains
what we would call a command of grammar, vocabulary, contextual
sensitivity, and world knowledge. Although MLM requires only a suf-
ficient quantity of raw data, it holds the potential to impart advanced
capacity to interpret and generate language.

It is worth noting the similarity between the random segments of text
removed in MLM and those lost to physical manuscript damage, which
result in lacunae. Logion trains on texts that look roughly like this:

Towdtdg ¢ott dAnBwg [MASK] dyabog &vBpwmnog [MASK] 81 éavtov
éxapaxtiploag év [MASK] ntpog fpag [MASK], dcuwtate déonota, [MASK]
ék T@v [MASK] tiv @ihiav tekpunpuwoag, [MASK] dno tijc [MASK] ¢voews.
[MASK] pév yap mpog [MASK] @ueiv kai 10 [MASK] tg @uhiag pétpov 6
[MASK] dtvartat, [MASK] kai tovto [MASK] avtdv, oig pihelv [MASK] &i 8¢
70 pev [MASK] dvapractdvel pvoews. . .

+ Devlin et al. 2019.
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Just as philologists attempt to fill lacunae, so Logion seeks to fill mil-
lions of masks, randomly strewn throughout the training corpus. In
this way, by the end of its training, the language model itself will have
become a philologist of sorts, with a discerning sense of probable and
improbable conjectures when it comes to proposing a restoration. The
philological task of filling in corrupt or lacunose portions of text is
closely related to Logion’s training objective.

How Do Language Models Learn From Their Mistakes?

We have discussed how Logion predicts missing words by making
guesses based on surrounding context, and how it then learns from its
failures and successes at filling masked portions of text, performing a
large number of reiterations of the process, until the guesses become
more accurate, but without ever needing specialized linguistic lessons.
In machine learning, the mechanisms used for predicting masked por-
tions of text are termed ‘weights’. Using weights to make predictions
amounts to performing a simple sequence of deterministic arithmetic
operations; the challenge is settling on an intelligent set of weights to
perform a given task (and this is the very crux of any machine learning
research).

Gradient descent is a method the model uses to improve its guesses,
produced by its set of weights, over time. After making guesses with
an initial set of random weights, the model receives feedback on its
guesses (in the form of ground truth text, i.e. unmasking the masked
portions), and then uses this feedback to refine its choice of weights.
Initially, the model will make many errors. However, each training ex-
ample imparts greater mastery of premodern Greek, in the case of Lo-
gion, and after many iterations, the model can discover weights which
drastically reduce errors in its predictions. The point here is to arrive
at accurate enough predictions that they can be useful for supporting
philological work.

The process by which the model learns may be illustrated as follows.
Suppose you are learning to throw darts. Each time you throw a dart
and miss the bullseye, you adjust your aim based on how far off you
were. If you throw too far to the left, you aim a bit more to the right on
your next throw, and vice versa. Gradient descent operates in a sim-
ilar spirit; it gradually adjusts its ‘aim’ (i.e., its weights) based on past
errors, in an effort to get closer to the ‘bullseye’ (i.e., the ground truth)
on subsequent attempts. By continuously hurling darts and adjusting
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trajectories, the model learns the contextual patterns of words in pre-
modern Greek, gradually improving its ability to understand and pre-
dict missing bits of text.

The dartboard analogy offers a simplified glimpse of the iterative
process of predicting missing words and refining those predictions
over time, but in one crucial respect the analogy is flawed. In dart
throwing, the objective never moves: you throw the same dart to hit
the same bullseye each time. In contrast, when Logion predicts a miss-
ing word, the context changes with each guess, meaning the weights
must be suited to handle a vast set of contexts.

Accordingly, we need to imagine that each dart differs in heft and
balance, each dartboard changes in size and distance, and the weather
conditions are unforgivingly volatile. A skilled dart player must gain
a general intuition over the arena of variables to have even a hope of
hitting the bullseye. Competence in unfamiliar contexts is the precise
challenge faced by Logion. Its predictive ‘throwing technique’ must
adapt based on the characteristics of each unique context. While the
specific computational mechanisms that define weights are complex,
they are designed to be highly adaptable, allowing Logion accurately to
predict missing words in premodern Greek contexts in general. For a
deeper dive into the mathematical underpinnings of weights, we refer
the interested reader to more specialized literature on the subject.’ For
the specific parameters used for training Logion, we refer the reader to
the authors’ technical publications.®

Gradient descent can be further illustrated by another analogy. Con-
sider the task of descending into a valley with no clear path and a thick
fog obstructing visibility beyond one or two steps. You cannot see the
bottom of the valley, nor the best path to get there, but you can see in
which direction a few steps would yield an incremental decrease in
altitude.

The strategy of the hiker is therefore to ‘descend’ along the ‘gradient’
(or slope) of the mountain. This is, by analogy, similar to the procedure
of gradient descent used to find ‘good weights’ in Logion. At some
point, the hiker reaches a point at which taking steps in any direction
would lead to climbing up another slope. At that point, the descent has
been completed. For Logion, weights are adjusted until predictions no
longer improve in accuracy, and moving in any direction would spoil

5 Goodfellow et al. 2016.

¢ Cowen-Breen et al. 2023a.
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performance. Just as the hiker trusts the landscape to guide the climb
down to the valley, Logion relies on gradient descent to navigate the
vast search space of possible weights, steadily moving toward a good
solution.

How Do Language Models Process Text? What Is Tokenization?

So far, we have approached the concept of ‘masking’ as though it
were applied at a word-level granularity, which is not entirely precise
(or even feasible). With inflected languages in particular, the number
of possible ‘words’ quickly multiplies when accounting for the variety
of forms each word can assume. In the corpus of premodern Greek
texts, which we used to train and evaluate our models, we count nearly
three million unique word forms. Treating each of these forms as a
unique entity would make learning their contextual uses exceedingly
difficult. In practice, we take the standard approach of breaking down
text into shorter strings of text, or ‘tokens’, which allows the model to
derive meaning from shared components of words, rather than treat-
ing each word as an isolated unit.”

Although at present tokenization (i.e. the division of premodern
Greek into short strings of text) is done on statistical rather than gram-
matical principles, it still has obvious benefits for text prediction. Take,
for example, the words inmog and innwv. By breaking them down
into the sub-word tokens inn-o¢ and nm-wv, we allow the model to
learn about the shared lemma inn in both contexts. A consequence
of sub-word tokenization is that it gives the model the potential to
make sense of words which it has never seen before. Even if the word
aenynoopeda never appeared in training, the model might have seen
the tokens agnyno- and -6peba from other word forms, and thus can
reason about how they might interact with each other. Another ben-
efit of sub-word tokenization is that it dramatically reduces vocabu-
lary size. We can choose an arbitrary number of sub-word tokens, into
which any text can be broken down (in the worst case, a word can
always be broken down into a string of single characters). In our case,
we define a set of fifty thousand sub-word tokens, reducing the field of

7 Common sub-word tokenization methods include Byte-Pair Encoding (Sennrich
etal. 2016), Unigram (Kudo 2018), and WordPiece tokenization (Schuster and Naka-

jima 2012), the last of which we employ for Logion.
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options down from three million for the task of predicting masked to-
kens.® It is worth noting that the process of selecting a set of sub-word
tokens is an active area of research.® Tokenizations are typically chosen
statistically, rather than through grammatical principles, which would
identify, for example, roots and endings, inn-og and inn-wv. Future in-
terdisciplinary work could explore whether morphological knowledge
could assist in designing tokenization schemes which improve model
performance for philological tasks.

Training Logion, then, roughly amounts to the following procedure:
1. Gather a large corpus of premodern Greek; 2. convert the text into
sequences of sub-word tokens; 3. replace a randomly selected 15% of
tokens with masks; 4. attempt to predict the masked tokens; 5. com-
pare these predictions with the actual words and adjust the model’s
settings accordingly, using gradient descent.

How Can This Model Be Used to Detect Errors in Textual Transmission?

Up to now, we have described how Logion is trained to fill in missing
text in a given context. However, as a byproduct of learning to predict
what is likely, the model also learns to evaluate what is improbable. To
be more precise, when a portion of text is replaced with a mask, the
model does not just predict a single replacement; instead, it estimates
the likelihood of each of some 50,000 possibilities (or ‘tokens’, as we
explained above). Consider this input: “The goal of life is [MASK]”. A
model trained on English text might output:

survival: 23%

love: 12%
freedom: 4%
toothbrush: 0.01%

¢ For the original BERT model, Devlin et al. 2019 chose a vocabulary size of 35,000
tokens. More recent large language models, with significantly more parameters and
training data, such as Llama-3. (https://ai.meta.com/blog/meta-llama-3/) and Mistral
(https://docs.mistral.ai/guides/tokenization/), use over 128,000 tokens. We increased
the vocabulary size to 50,000 tokens after observing performance gains over a model
trained with 35,000 tokens.

9 Recent investigations and formalizations include Zouhar et al. 2023, Schmidt et al.

2024, Gastaldi et al. 2024, among many others.
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and so on. In the case of Logion, the list is fifty thousand tokens long
(each word being made up of a varying number of tokens). Notably,
most tokens should be assigned a vanishingly small probability. For
any given context, only a few different possibilities will serve as plausi-
ble predictions. Nonetheless, for any given mask, we have access to the
probability which the model assigns to 50,000 tokens.

With these probability distributions, we detect errors by computing
a quantity we call the chance-confidence ratio (CCR) for each token
in a corpus, ranking all tokens by their respective CCR, and passing
along the ranked list to philologists for review.* In theory, tokens with
higher CCRs are more likely to be errors.

What Is the Chance-Confidence Ratio?

CCR computes how much more likely the model’s top suggestion is
than what is actually transmitted. Formally, ‘chance’ is defined as the
model-evaluated probability of the transmitted token given its con-
text. ‘Confidence’ is defined as the model-evaluated probability of the
top model-suggested replacement for the transmitted token given the
same context. The CCR is calculated by dividing the confidence value
by the chance value, and it enjoys the theoretical property that the to-
ken with the highest CCR value is provably equivalent to the location
at which a one-token change in the transmitted text would result in the
greatest increase in model-evaluated corpus likelihood.

As an example, consider the following text: “The quick brown fox
bumps over the lazy dog”. To calculate the CCR for ‘bumps’ in the
given context, we replace it with a mask token and analyze the model’s
output: “The quick brown fox [MASK] over the lazy dog”. Examin-
ing the list of fifty thousand tokens and their assigned likelihoods, we
check what probability the model assigns to ‘bumps’ - say 0.2% (de-
pending of course on the training data); this is the value we assign to
‘chance’. We then see what token was assigned the highest likelihood
by the model - let us say this is the token ‘jumps’, with a probability
of 20%; this is the value we assign to ‘confidence’. Now, we compute
20% / 0.2% = 100, and this is the CCR value for the token ‘bumps’ in
the given context.

In practice, to perform error detection on a given corpus, we calcu-

1o Cowen-Breen et al. 2023a.
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late the CCR of every token in that corpus. We rank the tokens in order
of highest CCR and, crucially, we exclude any cases where the mod-
el’s top suggested replacement is too different from the original word.
The distance between transmitted text and suggested emendation is
measured by a metric named after the Soviet mathematician Vladimir
Levenshtein. When applied to language, Levenshtein distance refers to
the minimum number of single-character edits required to change one
word into another. For our work, the Levenshtein distance expresses
our tolerance for the difference between a proposed emendation and
the transmitted text. For example, if the model suggests replacing the
token ye with é\épavtag, such a suggestion difters drastically from the
original. Even in the hypothetical case that the model assigned it high
probability, setting a low Levenshtein distance would eliminate such a
suggestion. Replacing ye with 8¢ would, by contrast, survive as a sug-
gestion even if we restricted model outputs to a Levenshtein distance
of just one, in that the two words differ by a single letter. So far, we
have produced error reports which consider a Levenshtein distance of
one, two, and three, asking experts to assess the usefulness of each re-
port: chapter six, in particular, focuses on how results differ as we vary
the Levenshtein distance. We should also say that at present accents
are not taken into account by our model.

Assuming that a language model can accurately predict the like-
lihood of specific tokens appearing in various contexts, the use of
CCR combined with Levenshtein distance puts error detection at our
fingertips. That said, even for LLMs trained on English which have
training data and model parameters orders of magnitude higher than
what is feasible in the settings of premodern or minority languages,
pushing the limits of model performance towards human, let alone
superhuman, abilities remains far from attainable for many tasks."* Es-
pecially in our lower-resource setting, close communication between
researchers with expertise in philology and colleagues who specialize
in machine learning is of the utmost importance. The work within this
volume exemplifies the kind of interdisciplinary collaboration needed,
in our view, at this stage of research.

1 E.g., for software engineering (Jimenez et al. 2023), computer programming (Shi

et al. 2024), solving mathematic Olympiad problems (Trinh et al. 2024).
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5. How to Work with a Logion Report

This chapter focuses on one use of Logion in particular: the model can be asked
to identify textual corruptions. Specifically, it flags passages that contain un-
likely strings of text (low chance that such strings should occur where they do)
in combination with their capacity to become very likely strings of text by way
of small-scale editorial interventions (high machine confidence in proposed
emendation). We analyze the first 500 flags in a chance-confidence report
where the model is restricted to the smallest possible intervention, i.e. an emen-
dation by one letter only (a Levenshtein Distance 1 report). The aim of our
analysis is threefold: first, we want to give a sense of Logion’s performance not
by selecting impressive examples, but by analyzing an entire report and com-
piling accurate statistics of machine success at identifying textual corruptions
and emending them. Second, we show how to use a Logion report in practice,
with the aim of providing a guide for other users. Third, we offer feedback on
machine performance, in order to guide further technological development of
Logion, arguing that machine failures deserve as much attention as successes.

Keywords: Logion Flag; Logion Report; Machine Performance; p Value; Sta-
tistical Analysis; Ancient Greek; Premodern Greek

In this chapter we illustrate how working with Logion to emend the
text of Michael Psellos is an interactive and collaborative process. Here
we focus on one feature of Logion in particular: the model can be asked
to identify textual corruptions. Specifically, as explained in chapter
four, it flags passages that contain unlikely strings of text, which how-
ever become likely after small-scale editorial interventions (in the lan-
guage of our model developers, we focus on ‘low chance’ that such
strings should occur where they do, combined with ‘high confidence’
in the proposed emendation). In this chapter we analyze the first 500
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flags in a chance-confidence report where the model is restricted to the
smallest possible intervention, i.e. an emendation by one letter only
(Levenshtein Distance 1, henceforth LD1).

The aim of our analysis is threefold: first, we want to give a sense
of Logion’s performance not by selecting impressive examples, but by
analyzing an entire report and compiling accurate statistics of machine
success at identifying textual corruptions and emending them. This is
important: success in textual criticism focuses on brilliant examples
of the practice, but, as explained in chapter one, success in machine
learning is a matter of statistics. Second, we show how best to use a
Logion report in practice, so as to support machine learning as well as
Greek philology. Third, we offer feedback on machine performance, in
order to guide further development of Logion, arguing that machine
failures deserve at least as much attention as successes.

1. What Is a Logion Report?

A Logion report is produced by dividing the text under analysis - in
our case the oeuvre of Michael Psellos - into short paragraphs and ask-
ing the model to flag combinations of letters that are unlikely where they
are found (low chance), only in cases where those combinations become
likely after small-scale editorial interventions (high machine confidence
in emendation). Figure 1 shows the first entry in a Logion report.

Flag 1
The 361th word of this paragraph (#63) is suspicious.

adpLavToNomTIKn  — 212 x 1010 _ 55%

avdpLavToToINTLKN
ouvduadel de TOUTW Kal TO Mapadelypa - TNV yap 1deav o TAATwV MapadelydaTikov alTiov AeyeL oUTog
dg ou KaB” auto TO 100G TIBNOL Kat To mapadetypa ( dixa dNAOVOTL TOU YEVOUG, OTEEP WG N
UAn mapaAapBavetat ), aAAa ToV TOU TL €0TL AOyoV TaUTA AeYEL TOUTOU O TIAALV Yevn ¢not tag

avTEP®W KATNyopLag Kat To Napadetyla, 0Tl 0pog Tou dla MAowV WG Ta SUO MPog To eV ( Kal wg YEVOG
TOUTWV TIBNOL TOV aplBHOV ), Kal £TL TA MEPT) TOU OPLOHOU. AAAOV TPOTIOV TO TIOINTIKOV alTIov, 08eV N
apxn EITE NG KIVNOEWG EITE TNG NPEUNOEWS * » 1 TIPWTN « &” IMEV, EMEL KAl HETA TAUTNV £TEPA AV TIG
TolauTn attia ¢avraodeln, wg ev MOAANOLG. aAAa TEWG TO MPWTOV KIVNOoQav MONTIKOV alTloV, WG 0
BouAguOoag TWV MPAKTEWY, KAl O TITNP TOU TEKVOU, KAl OAWG TO TIOLOUV TOU TIOIOUHEVOU. TETAPTOV TO
TeAIKOV, 0 AEYEL KAl OU EVEKA - €L Yap Kal TEAOG eupnTal, aAl” eKelBEV ylveTal n attia Kat dia Tauty,
0lOV 1 UYELa alTia TOU MePIMATELY. dla Tt yap, Gpapev, MEPIMATEL; N MAVIWG tva UyLalvn. Kat outwg
EIMOVTEG TO AITIOV arodidoval olopeda. To Youv TEAIKWTATOV 1 UYELA - TOUTOU yap TAEOV oU {NTOUHEV
ANV Kal 0oa METAEU, TOU GAPHAKOU TUXOV Kal TNG UYELag, ylvovTal, ravta TeAlKa KAnBen, eL Kat pn
TEAIKWTATA, OOV 1 KaBapaolg n 1 10Xvavola i Kat Ta opyava - mavta yap TauTa EVEKA Tou TEAOUG £0TL.
TANV dladpePOUTL TIPOG AAANAQ, OTL TA MEV AUTWV £PYA €101, Ta O 0pyava - TO yap MoTnplov Kat To
OMIAlOV Kal T" aAAa Ta TolauTa opyava €ioty. 10t de Kal kata cuPBERNKOG N TUXN Kal TO auTopaTov, Kat
1A TOUTO TIPOKELTAL TO » OXEDOV «. ( oupBalvel O MOAAAXWG... ). TOANAXWG, PNOL, AEYOUEVWV TWV
alTiwy, CUPBatvel Tou auTou MOAAQ atTia elval. TANV ou To HeV Kab” auTo, To de Kata oupBePRnKog, aAla
Ta Mavta Kkab“” auTo. auTika Tou avdplavTog alTiov Kat ) adplavToronTiKn TEXVN Kal 0 XaAKog, Kat Kad”
0 avdpLlavTog TOUTOU OVTOG E10L Kat apupoTEPA TOUTOU alTld, AAAA TO MEV, NYOUV 0 XaAKOG, UAIKOV, TO
de, NYOUV 1) TEXVN, TIOINTIKOV Kat 0BeV N KIVNOIG MPWTWG. £L0L O€ TVa Kat aAANA®V aiTia, olov MoVOUHeV
V' EUEKTWHEV, KAl EUEKTOUUEV Lva TIOVWHEV Kal epyalwpeda.

p =261144333

Fig. 1. Flag 1 in the sample LD1 report generated by Logion.
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The flagged word and its proposed replacement are printed at the top
of the paragraph in the format A > B, with A being the flagged word
and B the suggested alternative. The entire paragraph is color-coded
based on how problematic Logion deems each word to be, ranging
from green (least problematic) to red (most problematic). The flagged
word typically appears in the most intense shade of red.* In Figure 1,
Logion flags adptavtonowmtikn (sic) and correctly proposes in its stead
avdplavronomrikn.® The specific flags generated by Logion and the
alternative readings it proposes depend on the Levenshtein distance
(LD) set for each report. LD (typically set to one, two, or three) mea-
sures the difference between a flagged word and its replacement. In the
sample report considered here, LD is set to one, allowing Logion to
make edits involving only a single character, such as adding, deleting,
or substituting a letter. Three examples from LD1 illustrate how Lo-
gion performs these editorial actions:

Flag 1 (In Ar. phys. 79,5 Benakis): the difference between
adpravronomtikn and Logion’s avdplavtomomtikn is an addi-
tional nu between the first alpha and delta. This addition is correct.
Flag 34 (Ep. 202.201 Papaioannou): Logion incorrectly suggests
deleting word-initial kappa in kepw to read epw.

Flag 24 (Laud. in Jo. Crust. 1.268 Gautier): Logion suggests re-
placing the second alpha in avAag with an omicron to read
avAotg, correctly in our view, see below.

Two sets of numerical values quantify Logion’s decision to flag
words as suspicious and propose emendations. First, the likelihood
of the flagged word appearing in its context is given in the top right-
hand corner, following the format A > B, where A represents the

' Asarule, Logion creates a separate flag for every word it deems problematic, so al-
though there may be more than one red word within one paragraph, they each receive
their own flag. For example, the paragraph containing Flag 1 also contains another
word, mpokettat, which is deemed problematic and receives its own flag (no. 56 in the
same report), complete with a good suggestion for how to emend it (npookettar, the
transmitted reading which is misreported in the critical edition of the text).

* For technical reasons, Logion works without diacritical signs of any kind, includ-
ing accents, breathings, and markers of diaeresis or crasis. Also excluded is iota sub-

script. More on how this affects its performance below: 124-5.
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chance of occurrence of the suspected word and B indicates Logion’s
confidence in the suggested alternative. For example, in Flag 1, the
chance of adplavromomtikn occurring in its given context is 2.12 x
107°, which is extremely low. This comes as no surprise to philolo-
gists because the word is not attested in Greek. In contrast, Logion’s
confidence in the suggested alternative, avdplavronomrtikn, is 0.055 (=
5.5% as shown on the report), which is much higher than the chance of
adptavronowntikn being correct.

These two numbers contribute to the calculation of the p value,
which is printed at the end of each flag. Representing the chance-con-
fidence ratio, p represents Logion’s confidence in its own suggestion
divided by the chance of the suspected word being correct.? The p value
shows the relative certainty of flagging and emending as calculated by
the model; the greater its value, the more certain Logion is about its
emendation. In the example above, the p value is 261,144,333, which
is extremely high. It is important to note, however, that a high p value
does not guarantee the correctness of a flag. Each flag should be evalu-
ated on a case-by-case basis, with careful consideration given to gram-
mar, syntax, style, wider context, transmission, possible sources, and
reasons why the texts may have been corrupted. As with any emen-
dation that may occur to a human being, a proposal for emendation
needs to be backed by argument and Logion provides no justification
beyond the numbers presented in the report.

The p number not only indicates machine confidence but also serves
asaconvenient ordering device for Logion reports, as flags are arranged
in descending order of p values. How this affects the overall shape of
a report is something we discuss later in this chapter. As noted in the
introduction to this volume, the base text of Psellos is sourced from
the Thesaurus Linguae Graecae (TLG), by permission of its director,
to whom we are very grateful. Diacritics, iota subscripts, line num-
bers, section/chapter numbers, page break marks, and, occasionally,
other editorial marks are removed prior to training. Then, the corpus
is divided into paragraph-sized chunks based on specific rules: each
paragraph must begin and end with syntactically complete sentences,
come from a single work, and have a manageable length of no more
than five hundred and twelve tokens.* This process ensures that each
paragraph provided to Logion for training and report generation is a

3 For further details see Brooks and Cowen-Breen, chapter 4 in this volume.
4 For tokens and our method of tokenization, see Brooks and Cowen-Breen, this

volume: 102-3.
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freestanding, reasonably substantial portion of text that contains only
unmarked words and punctuation, as in the paragraph in Figure 1.
However, inadequately cleaned paragraphs may still contain extrane-
ous marks, which Logion may mistake for letters or punctuation and
flag as suspicious as a result.’

Before a report can be generated, preparatory work continues with
training the model. For the work presented in this volume, the dig-
itized oeuvre of Psellos was randomly divided into five segments of
similar length. Then, four sets of texts, constituting roughly 80% of the
overall data, were used to train Logion, while the remaining set, con-
stituting roughly 20% of the data and never used in training, formed
the basis for our error detection experiment. This process was repeated
for the remaining four segments, with LD initially set to one, and was
then repeated with LD set to two and three respectively.® Each round
of report generation thus yielded a total of fifteen distinctive reports
(five each for LD one, two, and three), with each report representative
of Logion’s performance at the corresponding LD due to the random
selection of training and testing data.”

2. A Typology of Machine-Generated Results

The first step, with any given flag in a report, is to identify the passage
that contains the flag with the help of TLG, where the text is avail-
able with diacritics and other editorial mark-up. This step, currently
performed manually, will be automated, we hope, in the near future.
We also hope that, in future, artificial intelligence will provide useful
support for accurate translation. For now, the most urgent task is to
work with Logion in such a way as to publish philologically significant
results and provide machine-actionable feedback on model perfor-

5 For further discussion of this type of flag see below: 115.

¢ Reports at Levenshtein distances higher than 3 have not been found to be effective.

7 The reports generated by the method described above, including the sample LD1 re-
portanalyzed in this chapter, are known as ‘unconsolidated’ reports. Flags can be further
consolidated by combining the five hundred highest p numbers from all five unconsoli-
dated reports into one single ‘consolidated’ report, representing Logion’s strongest flags
atany given Levenshtein distance according to its computation of the chance-confidence
ratio. However, since p numbers are not always indicative of the accuracy of individual
flags and many philologically important flags may occur further down a report (see be-

low: 122-3), we opted to use an unconsolidated report for our analysis in this chapter.



114 Yuecheng Li and Johannes Haubold

mance. For this latter task, it is important to categorize results, in full
awareness that philology is, in the words of Sheldon Pollock, a ‘soft
science’, involving subjective judgement.® Nevertheless, it is important
for philologists to assess machine-generated results in such a way that
their assessments can contribute to machine learning as well as Greek
philology. It is in this spirit that we set out the categories we used for a
statistical evaluation of a sample LD1 report.

After analyzing the flagged passage in its original context, the user
of Logion evaluates whether 1) Logion has correctly flagged the word
and/or its context as suspicious, and whether 2) Logion’s proposed
emendation is convincing. To facilitate quantitative analysis and
streamline the process, we propose six basic categories of flags, each
illustrated by an example.

1. Logion is judged to have correctly flagged a suspicious word in the
text and suggested a convincing emendation. We call this type of
flag ‘good flag, good suggestion’.

Example. Flag 1 (In Ar. phys. 79,5 Benakis): adplavronomrtikn (sic)
> avSpLAVTOTONTIKN).

The textual problem is accurately identified and Logion’s sugges-
tion is the correct reading.

2. Logion is judged to have correctly flagged a word, but its suggestion
is unsatisfactory. We call this type of flag ‘good flag, bad sugges-

tion’.

Example. Flag 12 (Chron. 6.85.12 Renauld): avtnv - avtnyv.
While dvtnv, a modern conjecture adopted by Renauld, is indeed
suspect, Logion’s suggestion adTrv is unsatisfactory.®

3. A flag falls short of being verifiably correct but still seems plausible.
We call this type of flag ‘plausible flag’.

Example. Flag 18 (Or. hag. 3b.328 Fisher): ye > de.

8 We refer here to the title of Pollock 2009.

 An LD2 report (where Logion is allowed to make a two-letter edit) suggests the
more promising avtov, for which see Barnes and Sandri, chapter 6 in this volume, esp.
148-9. They also discuss the more general problem of how to use reports of different

Levenshtein distances to best effect.
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While Logion’s 8¢ is the manuscript reading, ye is a modern con-
jecture which may be correct.

4. After careful examination, the quality of Logion’s flag remains un-
certain. In that case, we record a verdict of ‘uncertain flag’.

Example. Flag 178 (Psych. 122.1 O’Meara): ¢aotv > @aot.

Logion’s suggestion to delete the movable nu in gaotv is difficult to
verify without extensive further research on Psellos’ treatment of
mobile nu.

5. The flagged word is judged to be unobjectionable, and Logion has
incorrectly suspected it of being corrupt. We call this type of flag
‘bad flag’.

Example. Flag 19 (Or. hag. 1b.271 Fisher): noteov > doteov.
notéov makes perfect sense in its context. The passage is errone-
ously flagged, and Logion’s suggested reading does not represent
an improvement.

6. Logion has flagged extraneous marks that have crept into the text
due to insufficient data preparation. We call this type of flag ‘bad
data’.

Example. Flag 23 (Psych. 48.30 O’Meara): eyywvo (sic) > eyytv (sic).
This flag arises from insufficient data cleaning. In O’Meara’s print
edition, the original word €yytvopévov spans two pages and ap-
pears in TLG as “¢yywvo- @1 (30) (49) pévov”, with the three marks
respectively denoting the end of the previous page, line number,
and new page number. Preliminary clean-up results in “eyytwvo.
Mevov”, thus creating the non-word eyytvo which Logion flags.

When using a report to emend Psellos’ text, it can be helpful to fur-
ther divide good flags, good suggestions into five subcategories. These
are outlined below along with illustrative examples.

a. If the TLG text contains an error that is not in the printed edition

' This type of flag may still be considered ‘good’ in the sense that it shows Logion’s
success in identifying problems created by insufficient data preparation. What matters

here is that the result it yields does not constitute an improvement on the text.
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on which the digitized text is based, we ascribe the error to the pro-
cess of digitization.

Example. Flag 2 (Log. 3.68 Duffy): aw > avw.
dvw is printed in Duffy’s edition. The letter nu went missing in the
process of digitization.

b. If the printed edition contains a form that diverges from the correct
manuscript reading and is not possible in Greek, we record it as a
typo in the printed edition.

Example. Flag 16 (Log. 28.3 Dufly): petonwpa - petonwpw.
tueténwpa is not Greek. The only manuscript witness transmits
correct eToMWpW."*

c. Ifthe printed edition contains a form that diverges from the correct
manuscript reading and, though possible in principle, is impossible
in context, we call the error a manuscript misreading in the print-
ed edition.

Example. Flag 5 (In Ar. phys. 401,1 Benakis): €1 > ei.
el is a Greek word, but ¢ig is both required by context and correctly
transmitted by the manuscripts.

d. If the edition digitized for inclusion in the TLG has adopted an
unsatisfactory modern conjecture or an unsatisfactory manuscript
reading that is corrected by another edition, we record it as an edi-
torial error in the printed edition.

Example. Flag 50 (Chron. 7.42.5 Renauld): n - e.

While 87 is a modern conjecture adopted by Emile Renauld, whose
edition of the Chronographia (Paris 1926-1928) is the basis of the
TLG text, Logion’s suggestion &¢ is the manuscript reading and is
rightly adopted by Diether Roderich Reinsch in his more recent
edition (Berlin 2014).

e. If the error flagged by Logion is found in the manuscripts, we cate-
gorize it as a scribal error.

1 See Barnes and Sandri, chapter 6 in this volume, esp. 139.
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Example. Flag 75 (Log. 55.155 Duffy): toi¢ > taug.

The problem flagged by Logion has to do with the noun which the
article modifies, pfvty§, -tyyog, a rare word which is always femi-
nine in Greek. The only manuscript witness transmits toig pnviét
(sic), which shows the scribe’s unfamiliarity with this word. Psellos’
source text for the passage, Alexander of Aphrodisias’ Problema-
ta (4.25.2), has taig pvey€L Dufly, in his critical edition, corrects
pnvigt to pnvey€L but retains toig.*

Some flags in Logion can help us identify textual problems in the vi-
cinity of the flagged passage. For example, in Log. 55.16 Dufty Logion
flags ov (the transmitted reading printed by the editor) and proposes
év. A comparison with Psellos’ source text, Alexander’s Problemata
3.3.6, shows that following Logion and emending &v to €v is correct.
However, the flagged passage also contains another problem:

10 yaha Yyuxpov Ov Beppaivel, 6Tt alud ott Aelvkwpuévov (sic) v adévwv
AevK@V Kai dvaipwy kai i TTov Beppuov 6v (- £v) T0iG HaoTolG peTaBoaAAOpEVOV.

Aelvkwpévov is a digitization error in the TLG text and should be
corrected to Aehevkwpévov. This very basic example gives a first indi-
cation of how Logion may help users identify errors beyond what the
machine has flagged: the philological scrutiny we devote to a flagged
passage will often yield productive results beyond the flagged word it-
self, especially given the very strict parameters set for LD1 reports.

Not all ‘good’ or ‘plausible’ flags align neatly with the workflow mod-
el proposed here, and a fortiori the same is true of flags that are judged
to be ‘uncertain’. Some of these pose intricate problems of a philologi-
cal nature, which are investigated in other contributions to this volume.
In Section 4 of this chapter, we focus on flags that are deemed ‘bad’
to illustrate patterns in Logion’s performance that we hope will assist
future users in adjudicating difficult flags. This typology, then, is by no
means free of subjective judgement and uncertainty. That said, there
are cases where Logion without doubt lets us read manuscripts and un-
derstand texts more accurately than has been possible up to now.

2 A related flag is Flag 86 (Log. 55.113 Duffy): Tov > tnv, which modifies prjveyya.
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3. Quantifying Machine-Generated Results

Bearing in mind the categories of flags outlined above, we now offer
a quantitative analysis of the top five hundred flags in LD1 (in prin-
ciple, it would be possible to extend reports beyond such a number,
though our analysis suggests this would yield diminishing returns).
Our aim here is to illustrate the overall shape of the report and draw
attention to distribution patterns.

First, we break down all flags in the report into blocs of fifty and,
for each bloc, we count how flags belong, in our view, to each of the
six major categories set out above (designated 1-6 in Section 2). This
enables us to observe fluctuations between predominant categories of
flags. The results are presented in Figure 2 below.
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Flags 51-100 17 4 3 6 16 4
Flags 101-150 7 2 8 4 25 2
Flags 151-200 9 1 4 9 27 0
Flags 201-250 8 1 2 3 38 0
Flags 251-300 4 2 7 6 31 0
Flags 301-350 5 o 6 4 32 3
Flags 351-400 2 1 3 9 34 1
Flags 401-450 3 0 4 6 36 1
Flags 451-500 2 2 3 9 33 1
All 91 15 43 58 278 15

flags (18.2%) (3%)  (8.6%) (11.6%) (55.6%) (3%)

Fig. 2. Distribution statistics for the first 500 flags in LD1, contained in the sample
report, broken down by every fifty flags. It is important to note that if we wanted our
statistics to look impressive, we could stop after the first 50 flags, rather than run our
experiment on the first 500. The point, however, is not to produce impressive statistics,
but rather to develop the most useful tool to support philological research. Bad flags, as
we argue below, are useful for analysis and development.
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Based on the statistics of Figure 2, the distribution of all flags in LD1
is visualized below in Figures 3 and 4.

Bad data Plausible flags
3% 8%

Good flags, good
suggestions
18%

Good flags, bad
suggestions
Bad flags 3%
56%

Uncertain flags
12%

Fig. 3. Distribution statistics for the first 500 flags in LD1, contained in the sample
report, by percentage.
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Fig. 4. Distribution statistics for the first 500 flags in LD1, contained in the sample
report, broken down by every fifty flags. What deserves attention here is the rather
constant number of uncertain flags: these are often philologically significant and re-
ward scholarly attention.

After accounting for all flags, we use the same method for the five
subcategories of ‘good flags, good suggestions’ (designated a-e in Sec-
tion 2). Figure 5 presents the result broken down into blocs of fifty,
while Figures 6 and 7 visualize the distribution of ‘good flags, good
suggestions’.
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Fig. 5. Distribution statistics for all ‘good flags, good suggestions’ in the sample LD1
report, broken down by every fifty flags.
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Fig. 6. Distribution statistics for all ‘good flags, good suggestions’ in the sample LD1
report, by percentage.
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Fig. 7. Distribution statistics for all ‘good flags, good suggestions’ in the sample LD1 re-
port, broken down by every fifty flags. For philologists interested in identifying scribal
errors, rather than simply using Logion to counteract errors introduced in the process
of printing or digitizing, it is advisable to read through reports beyond the initial flags.

Figure 2 shows that good flags tend to cluster at the top of the report,
especially within the first fifty flags where they are prevalent. As one
proceeds down the report, the number of good flags decreases sharp-
ly and soon tends toward zero. On the other hand, bad flags are ini-
tially scarce but increase significantly until their numbers stabilize in
the thirties range. Figure 3 illustrates that, despite minor fluctuations,
these two trends (marked by the orange and purple lines) by and large
mirror each other.

From these observations, we may conclude, first, that using the
chance-confidence ratio (the p number) as an ordering principle for
flags in a Logion report is sound in principle. Furthermore, it seems
justified to set a limit of four to five hundred flags per report, as the ver-
dict of Logion tends to correspond to that of human philologists near
the top of the report, while such correspondence becomes increasingly
rare as one moves down the report — which indicates that by the stan-
dard of human philologists, the likelihood of Logion generating good
flags beyond Flag 500 is low. We deem it appropriate, therefore, to use
the p number as an ordering principle and set the number of flags in a
report to no more than five hundred.

In terms of raw statistics, then, Logion reports exhibit an expo-
nential decline from top to bottom. However, the statistical success
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observed at the top of a Logion report does not straightforwardly
translate into philological value. As Figures 5 and 6 illustrate, ‘good
flags” in the categories of ‘digitization’ and ‘printed edition, typo’ are
especially numerous within the first fifty flags, from which peak they
quickly decline.”* To understand this trend, it may be useful to recall
that Logion is trained to replace a less likely reading with a more likely
one based on the chance-confidence ratio. It therefore stands to reason
that many of the top flags in a Logion report concern words that are
not actually Greek. Such errors typically emerge in the process of dig-
itization or of preparing printed critical editions. Because they result
in words that are not viable Greek, they are most likely to be identified
with high confidence by Logion, and Logion’s suggestions to substitute
non-words with actual Greek words are most likely to be correct.

However, Logion’s proficiency in addressing comparatively trivial
problems of this kind comes at a philological cost, since the Greek pro-
duced by medieval scribes rarely reaches the level of triviality of a mere
typo. In other words, the most interesting philological problems are
not normally of a kind that can be solved by identifying and correcting
instances of impossible Greek. Therefore, although Logion flags near
the top of a report are often classified as ‘good flags, good suggestions’,
they hardly ever produce philologically significant results. They are, in
a sense, a new and more accurate type of spell check.

By contrast, flags that reward philological attention are distributed
more evenly throughout our sample report. Figures 5 and 6 indicate
that this is true, to varying degrees, of all three other subcategories of
‘good flags, good suggestions’, namely ‘printed edition, manuscript
misreading’, ‘printed edition, editorial’, and ‘scribal’. Such cases tend
to be of interest to human philologists because they concern substan-
tive issues that have not been resolved by previous editors. Addition-
ally, Figures 2 and 3 show that plausible and uncertain flags, many
of which concern problematic passages transmitted by a single manu-
script witness, are also more evenly distributed; as are the philological-
ly interesting ‘good flags, bad suggestions’.

To sum up, because Logion operates on an algorithm that is drastical-
ly different from how human philologists approach textual problems,
philologists using Logion reports to emend Psellos’ text should bear in
mind that high success rates near the top of a report do not necessarily

3 The only such ‘good flag, good suggestion’ in the bottom half of the sample LD1
report is Flag 456 (Theol. 1, 49.35 Gautier): mag - mawv, an error of digitization.
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translate into high philological interest. Philologically significant flags
are rather scattered throughout a report, and it is therefore paramount
to devote close attention to each flag. More generally, the significance
of individual flags will always to some extent depend on the interests
and objectives of the user. While detecting trivial typos may be import-
ant in some contexts, such as compiling errata to accompany a print
edition or correcting a digital database, especially when it was com-
piled with the help of OCR, philologists preparing a new edition or
wishing to assess the quality of a manuscript will typically need to take
a more eclectic approach.** In all this, it is useful to bear in mind the
difference between how human readers understand Psellos’ text and
Logion’s own modus operandi. While the machine identifies a math-
ematically defined problem and offers a statistical solution, it is ulti-
mately the responsibility of the human user to decide if the problem is
indeed a problem; if the solution is indeed a solution; and, lastly, how
much weight should be attached to either. To adapt what M. L. West
has said about manuscripts, philological problems “must be weighed,
not counted”.”s It is with this reminder that we move on to discuss
cases where Logion flags as possibly corrupt portions of text that seem
to us perfectly fine.

4. Analyzing ‘Bad Flags’

As things currently stand, ‘bad flags’ make up over half (55.6%) of
all flags generated by a typical Logion report and represent the largest
single category - at least when we run the report down to 500. As we
explained in Section 2, these flags are labelled ‘bad’ because we judge
the text to make perfect sense. Studying disagreements between hu-
mans and machines can be valuable for computer scientists seeking to
improve an algorithm, for example, by incorporating additional meth-
ods of filtering or refining results. For philologists, studying these flags
is beneficial because they reveal patterns in how Logion ‘works’, thus
providing context for the evaluation of individual flags.

Let us first consider possible reasons why humans and machines may
disagree. Logion’s decision to flag a word as suspicious and suggest an

4 Further discussion and examples in Haubold’s contribution to this volume,
chapter 3 , esp. 70-90.
s West 1973: 49.
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alternative is invariably guided by one principle: the suggested word
will always have a higher likelihood of occurring in a given context
than the flagged word. In other words, Logion always prefers a math-
ematically more likely reading over a mathematically less likely one.
This is in striking contrast with a well-known principle in human phi-
lology, which is that we should prefer the less common, more difficult,
reading (lectio difficilior) over the easier one (lectio facilior). All things
being equal, scribes tend to gravitate toward less difficult readings. Of-
ten these easier readings are also statistically more likely, but not al-
ways. Conversely, as West points out, there is an “important difference
between a more difficult reading and a more unlikely reading”.** In case
of a ‘good flag’, the mathematically less likely reading happens also to
be philologically less likely (or, as is often the case, simply impossible),
leading human experts to agree with the machine’s assessment. In case
of a ‘plausible’ or “‘uncertain flag’, the textual problem is often more in-
tricate, and human philologists may find the flagged word possibly but
not definitely corrupt. In case of a ‘bad flag’, however, Logion diverges
from the opinion of human scholars: what it deems mathematically
less likely proves to be philologically preferable, and what Logion pre-
fers as mathematically more likely is philologically problematic.

The abundance of bad flags in a Logion report underscores the basic
truth that mathematical likelihood is not a reliable guide to solving
philological problems. Indeed, delving deeper into ‘bad flags’, we can
identify specific areas where Logion’s statistically based approach is
prone to failure. The rest of this chapter aims to identify such areas of
vulnerability and, in so doing, to provide basic guidance for users of
Logion in evaluating individual flags. We also think our analysis can
lead to some improvements in machine learning, as we explain below.

One common type of bad flag concerns changes from less to more
common case forms. In practice, Logion tends to change nouns in
oblique cases into nominative cases or forms with what seem to be
‘nominatival” endings, even when they are not grammatical nomina-
tives. (The latter may be observed, for example, with neuter nouns of
the third declension ending in -og or dative singular nouns of the first
declension ending in -1, where the machine ignores iota subscript).
The dative case, which experienced declining usage in Byzantine
Greek, is particularly susceptible to Logion’s normalizing efforts, sug-

16 West 1973: 51.
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gesting that statistical biases and the historical development of Greek
as a language are sometimes aligned."”

Of the twenty-four unsuccessful flags involving case forms in LD1,
eight result from Logion changing a dative form into a nominative or
nominatival form.

Example.
Flag 323 (Theol. 11, 1.88 Dufty and Westerink): yolpoig >
WaApOG.

Logion also tends to change genitives into nominatives or nomina-
tival forms, though this tendency is less pronounced.

Examples.

Flag 91 (Theol. 11, 6.180 Dufty and Westerink): ypagopevov >
ypagouevog (true nominative)

Flag 483 (Or. fun. 10.30.24 Polemis): Oepovg > Bepog (nomina-
tival; in practice neuter accusative singular)

Flag 484 (Poem. 68.7 Westerink): ong - on (nominatival; in
practice feminine dative singular)

Rare case forms like the vocative are also vulnerable to misplaced
attempts at emendation on the part of Logion.

Examples.

Flag 136 (Poem. 21.127 Westerink): ogt (vocative) > o@ig (true
nominative)

Flag 414 (Ep. 210.58 Papaioannou): apiote (vocative) - aplota
(nominatival; in practice neuter accusative plural)

A related type of bad flag concerns changes in grammatical gender.
Logion frequently queries feminine forms, which are less common
overall, in favor of masculine or homophonous neuter counterparts.
Seven flags fall into this category. Four of them involve articles, two
pronouns, one a participle, and one a noun.

Examples.
Flag 261 (Or. fun. 5.3.11 Polemis): T > tw (article)

7 On the Byzantine dative see further Bohlig 1958: 116-23.
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Flag 491 (Or. min. 31.149 Littlewood): avtaug > avtolg (pro-
noun)

Flag 196 (Or. fun. 1.47.31 Polemis): BovAopevn > Povhopevw
(participle)

Flag 224 (Hist. brev. 87.18 Aerts): pepig > pepog (noun, neuter
in -0¢)

In Flag 224, the suggested substitution is a neuter noun but the prob-
lem aligns with Logion’s tendency to prefer the ending -og, typically
denoting a masculine nominative singular noun.

After flags affecting grammatical case, the second most prevalent
category of bad flags concerns tense, with a total of eighteen flags in
the sample report. Logion is particularly inclined to suspect the future
tense and suggest more common verb tenses, such as present or aorist.
Verbs or participles in the future tense are flagged eleven times, and
among these, Logion substitutes future with present nine times.

Examples.

Flag 130 (In Ar. phys. 303,7 Benakis): eotau > eott
Flag 201 (In Ar. phys. 45,24 Benakis): ¢noet > gnot
Flag 242 (Ep. 61.21 Papaioannou): e§w > exw

Flag 405 (Poem. 53.738 Westerink): Se§etau > Sexetan

Flags 130 and 242 which concern two problematic verbs — éxw and
eipt — will be discussed in greater detail below. Less frequent is the sub-
stitution of a future tense with the aorist or a non-verbal form.

Examples.
Flag 335 (Psych. 3.13 O’Meara): epetv > e)etv (aorist infinitive)
Flag 271 (Or. pan. 17.212 Dennis): e§w > eyw (pronoun)

Other tense changes also conform to Logion’s general preference for
more commonly attested forms. In the following two cases, where the
flagged word occupies the same metrical position in two very similar
verses, Logion simplifies the pluperfect to the perfect tense.

Examples.

Flag 221 (1)v yap dmokpioty avtod ‘a@Aoiwoty’ eipriket, Poem.
54.985 Westerink): elpnket > epnke

Flag 404 (v yobv Omokpioy avtnv dAoiwaoly eipriket, Poem.
1.106 Westerink): elpnket > elpnkev
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No convincing philological arguments can be offered to overwrite
the less common (and thus ‘more difficult’) pluperfect tense.

To be considered in conjunction with tense changes are flags con-
cerning changes of mood. Again, Logion opts for more common
forms. Examples are less numerous, with a total of eight flags, but all
show Logion’s preference for the indicative mood, four substituting
the optative mood, three the imperative mood, and one the subjunc-
tive mood.

Examples.

Flag 161 (Ep. 182.14 Papaioannou): tvyxavolg (optative) -
Toyxavelg (indicative)

Flag 189 (Theol. 1, 73.69 Gautier): exoilev (optative) > exouev
(indicative)

Flag 117 (Or. for. 1.1639 Dennis): opatw (imperative) > opate
(indicative or imperative)

Flag 390 (Theol. 1, 49.11 Gautier): eotw (imperative) > eott (in-
dicative)

Flag 398 (Psych. 3.13 O’Meara): 8en (subjunctive) > Set (indic-
ative)

Note that Logion struggles with optative forms of €xw, as seen in
Flag 189 and two other flags. Together with Flag 390 they illustrate
Logion’s general problem with the very common words €xw and eii,
on which more below.

Another category of bad flag that we wish to highlight here involves
person changes in verbs and pronouns. Logion often suspects the sec-
ond person because it is rarer than the first and third. Out of a total of
fourteen bad flags of this type, nine concern the second person. Logion
proposes to emend a second person verb or pronoun to one in the
first person four times, to an article three times, once to a third-person
verb, and once to a particle.

Examples.

Flag 220 (Log. 6.26 Dufty): oot > pot (first-person pronoun)
Flag 191 (Ep. 455.17 Papaioannou): oov > tov (article)

Flag 141 (Ep. 241.4 Papaioannou): pevng - pevn (third-person
verb form)

Flag 395 (Or. pan. 11.70 Dennis): oe > ye (particle)

As these examples also illustrate, Logion has a more general tenden-
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cy to err with common shorter words, such as articles, particles, and
pronouns.

Next, we consider two major types of bad flag, beginning with Lo-
gion’s preference for articles with a total of seventeen flags. Particles
such as te and 81}, negative particles such as o0 and pr, as well as rela-
tive, indefinite, and possessive pronouns such as oig, T, and ofig tend
to be substituted by the more common article.

Examples.

Flag 87 (Psych. 62.25 O’Meara): un (negative particle) >
Flag 156 (Poem. 54.243n Westerink): oig (relative pronoun) >
TOIG

Flag 83 (In Ar. phys. 348,26 Benakis): 1t (indefinite pronoun)
-> T0

Flag 254 (Ep. 270.5 Papaioannou): ong (possessive pronoun) -
™mg

Flags 87 and 83 represent common types of substitution, while the
last example intersects with Logion’s bias against the second person.
Because these short words derive much of their meaning from context,
it is unsurprising that Logion’s treatment of them often seems unsat-
isfactory to philologists. That said, there are cases where Logion offers
very helpful suggestions concerning particles.

Another type of bad flag is associated with two ‘articular’ forms: o
and n. Logion tends to substitute isolated omicrons and etas, most of-
ten with a comma, as a way of signaling deletion. (Logion cannot cur-
rently delete tokens, only substitute them). This affects omicron in six
cases and eta in seven. Omicrons are often deployed by Psellos as the
masculine nominative singular article to substantivize participles and
participial phrases. Logion tends to let the participles stand on their
own and considers the article extraneous in otherwise complete sen-
tences. Etas can represent a range of things in a script without diacrit-
ics or iota subscript, from verb forms to the article or a particle. Logion
is not always successful in distinguishing these possibilities and thus
tends to err. We provide two examples:

Flag 249 (Theol. 11, 34.64 Duffy and Westerink): 0 >,
Flag 89 (In Ar. phys. 399,6 Benakis): n >,

In Flag 249, the article is used with a participle as a substantive: 6
motevwv. Deleting it, as Logion has suggested, does not significantly
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impair the grammar but undermines the overall sense the sentence
conveys. In Flag 89, the comparative particle 1] is expelled by Logion,
perhaps because it immediately follows @avein, thus forming what
might seem like a dittography.

Two verbs with which Logion has particular problems - £xw and
eipi - offer instructive insight into the machine’s overall performance.
éxw is wrongly flagged a total of eight times. Four times a future tense
is changed into the present, on two occasions an optative is changed
into an indicative, once an imperative is substituted with an indicative
present, and once a future becomes the pronoun ¢yw. Only two flags in
LD1 concern eipi, but they chime with what we find in the case of &y:
a future tense is changed into a present in Flag 130, and an imperative
becomes indicative in Flag 390. Flags concerning these verbs suggest
that Logion’s bias against less common tenses and moods becomes
particularly acute with words that are themselves very common.*®

We have seen several major categories of bad flag where Logion opts
for the lectio facilior. Other less common but still noticeable patterns of
this kind concern crasis, which Logion dislikes because it is rare (e.g.,
Flag 299 ~ Or. min. 37.313 Littlewood: kavtog > avtog); deictic pro-
nouns ending in iota (e.g., Flag 79 ~ Log. 28.11 Dufty: Tovtt - Tovto);
alpha privative (e.g., Flag 298 ~ Or. min. 31.116 Littlewood: adiagopov
> Stagpopov), and so forth.

We should add that not all bad flags are suitable for typological anal-
ysis; and that all tendencies outlined above have exceptions. By way
of concluding this section, we offer examples that go against the grain
of what we have just set out. We do this to reinforce the central point
of this chapter, which is that flags must be assessed individually, and
users of Logion need to pay critical attention to every flag, regardless
of general trends and tendencies.

First, the following two flags run against the expectation that Logion
tends to suspect second-person forms.

Examples.

Flag 310 (Ep. 193.26 Papaioannou): pot (first-person pronoun)
> ool

Flag 384 (Ep. 421.2 Papaioannou): epet (third-person verb) >
EPELG

8 One way of mitigating against this problem may be a procedure known to com-
puter scientists as TF-IDF, see Wu et al. 2008. We are planning to explore this possi-

bility in future iterations of Logion.
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Both these flags are considered ‘bad’, despite appearing to contradict
the principle of lectio facilior. In the first case, Logion may have been
conditioned by the subsequent phrase doovtd pot ... oot mépmery.
Similarly, in Flag 384, the second-person cod in 6moca avTog émt T0D
00D dikaoTtnpiov ovveipwv épel may have prompted Logion to change
the third-person verb to the second person. These two examples sug-
gest that Logion’s decision-making may be led by information gleaned
from a word’s immediate context rather than the more general ten-
dencies observed above. Flags such as these, which go against Logion’s
general tendencies, reward careful examination, even when they are
ultimately deemed philologically ‘bad’.

Secondly, some bad flags defy Logion’s tendency to swap in articles
for less common words. In the first example cited below, the machine
replaces an article with indefinite ti; in the second, an article is changed
into the negative particle 00.

Examples.

Flag 274 (Log. 7.75 Dufty): To > 1t
Flag 439 (Chron. 3.23.11 Renauld): 0 - ov

Flag 274 seems to defy a common pattern of substitution (cf. Flag 83,
Tt > 70, discussed above). Contrary to this general tendency, Logion
may be conditioned here by xai ti Qavpactov ei ... (Theol. 11, 3.327
Duffy and Westerink), an expression similar to kai 10 Oavpaotov,
6mov ... in our passage. One may venture a similar explanation for Flag
439. In changing the relative clause 6 toivuv dMwg pot gipnto into
oV Toivuv dAAwg ..., Logion may be influenced by the expression ov +
particle + dMw¢ which is commonly found in Psellos. These two flags
remind us that Logion, not unlike human philologists, relies on textual
parallels for its assessment of specific readings, even if we cannot know
for sure, at present, which parallels weigh the most in the results it pro-
duces. Indeed, it would appear that Logion also weighs the parallels it
identifies, and that, in this case, they are strong enough to overturn the
machine’s general tendencies towards what is statistically most com-
mon overall. Despite promising signs that immediate context matters,
Logion’s inability to differentiate between patterns that are significant
and others that are not often results in a flag being discarded.

With that observation, we return to a point that has formed some-
thing of a Leitmotiv throughout this chapter, which is that human
experts need to evaluate whatever Logion suggests. This is true even
when it comes to the most confident machine suggestions - those too
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can turn out to be poor, from a human philological perspective. Con-
versely, though, common patterns of ‘bad flags’ can occasionally result
in convincing machine suggestions for emendation. For example:

Flag 24 (Laud. in Jo. Crust.1.268 Gautier): avAaig > avlolg.

Logion substitutes a feminine with a masculine form, in a manner
that seems consistent with the pattern of ‘bad flags’ defaulting to mas-
culine forms noted above. However, in this case switching from fem-
inine to masculine is in fact justified. Though similar in form, avAn
and avAog have clearly distinct meanings and the context — ¢ppétwoav
Ajoxolot kai Xtnoixopot adAais pév, w¢ Adyos, eidoteg iowg 8¢
katabélyety Tovg mheiovag (‘To hell with the Aeschyluses and the Ste-
sichoruses ?from the courts? for all that, as they say, they can charm
the masses’) — requires avoig, the musical instruments, rather than
avAaic, ‘courts’ (‘To hell with the Aeschyluses and the Stesichoruses
for all that they can, as they say, charm the masses with their flutes’).
Here the scribe simply made an error, as recognized by Antony Robert
Littlewood in his edition of Psellos’ Oratoria minora (Leipzig 1985).*
Unlike the previous two sets of bad flags, this final good flag reminds
us that the mathematically more likely reading is sometimes also phil-
ologically preferable.

Conclusion

In this chapter, we have focused on the nature and structure of a Lo-
gion report set at LD1 and running to 500 flags, exploring how philol-
ogists may best use such a report to assess model performance, as well
as improve the text of Psellos along the way. In Section 1, we described
how Logion identifies and solves philological problems by assessing
the mathematical likelihood of a word occurring in a given context. In
Section 2, we outlined a basic typology that can be used for assessing
machine results. We emphasized the importance of expert philologists
independently evaluating flags, rather than relying on machine-gener-
ated statistics. In all cases, philological expertise is required to evaluate
whether a potential textual problem identified by Logion is in fact a

¥ Or. min. 37.260 Littlewood: éppétwoav Aioydlot kal Xtnoixopot avAois pév, g

Noyog, €id0Teg owg {88} kataBéyey Tovg mheiovag.
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problem and, if so, whether Logion’s proposed solution actually im-
proves on the text.

In Section 3, we evaluated model performance according to the cat-
egories we set out in Section 2. Tables and figures illustrated the algo-
rithm’s relatively high level of success in rectifying trivial textual errors
early on in a report. Philologically more significant flags, by contrast,
were found to be distributed much more evenly throughout the re-
port, calling for careful treatment on a case-by-case basis. Finally, in
Section 4, we considered cases in which the model failed to produce
convincing results and tried to identify recurrent patterns in machine
errors. Logion tends to prioritize statistically more common forms ir-
respective of context. For example, it is liable to swap out less common
case endings for more common ones and replace rare tense forms.
Moreover, it shows a marked preference for articles. We also identi-
fied related problems such as unjustifiable changes in gender, person,
and mood, as well as problems with some very common words such
as €yw and eipi. Some of these problems can be addressed through fur-
ther training and development. We concluded with some examples
that defy typological analysis, emphasizing the need for paying critical
attention to each case.

Ultimately, what we have stressed throughout this chapter is the col-
laborative nature of working with Logion - and the dual purpose of
such work. The model can help better understand and edit the text of
Psellos. At the same time, by engaging with the model and assessing
results, we can provide machine-actionable feedback. What we offered
here is an example of how users can profit from a model like Logion
and how they can, in turn, give useful information for further devel-
opment.
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6. The Potential and Limit
of Logion Reports*

The rise of artificial intelligence poses a question to philology which is older
than Logion, the deep neural network at the heart of this volume: what is the
role of automation in this discipline? In this paper, we test the potential and
limits of Logion’s results by analyzing examples from three different reports
which suggest emendations of an increasing degree of complexity. In all cases,
Logion’s emendations need to be evaluated by a human expert. Based on our
examples from the three Logion reports, we argue that Logion is most useful
for the human philologist in identifying the minor errors mostly contained in
the first report. We also find, however, that some of the uncertain suggestions
in the other two reports prove to be the most interesting. Logion’s capacity,
therefore, is not restricted to its most mechanical results: both Logion’s best
and most interesting suggestions show the real potential of the collaboration
of automation and human philological expertise.
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cient Greek; Premodern Greek

Introduction

In a fundamental study of classical philology as a collaborative effort,
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Sebastiano Timpanaro defined “mistaken and reactionary” any hos-
tility to the use of automation.' His statement, arguably linked to his
commitment to materialist progress, anticipated several developments
in contemporary philology, including those outlined in this volume.
We are now, for the first time, able to work with artificial intelligence
as we edit premodern texts. In this chapter, we give a practical account
of what this work involves, focusing on different types of reports gener-
ated by Logion, the first deep neural network trained to perform phil-
ological tasks. As explained also in other contributions to this volume,
Logion assists philologists in detecting and emending errors in ancient
and medieval Greek texts. Logion locates potential errors and offers
suggestions for emendation, using the vast corpus of pre-modern
Greek literature on which it has been trained to identify problematic
or unidiomatic usages of grammar and diction and propose correc-
tions. The errors which Logion identifies may be manuscript errors,
or else they may derive from errors in the print edition on which the
digital text was based or from new errors arising during the process
of digitization. Among the suggestions Logion makes for emendation,
those that prove useful can be divided into three basic categories.* First,
Logion identifies an error and offers an emendation with which we,
human philologists, agree; second, Logion correctly identifies an error,
regardless of whether or not philologists agree with its proposed emen-
dation; third, Logion identifies an error that is itself, in our estimation,
wrong, but draws the philologist’s attention to a sentence or a nearby
word which is deemed to be in need of possible emendation.

In this paper, we consider three different error-detection reports on
some of the works written by the Byzantine author Michael Psellos
and assess their effectiveness with respect to the three categories of
philological assistance just outlined. Each of these reports filters re-
sults according to a different Levenshtein distance: ‘distance 1’, ‘dis-
tance 2’, and ‘distance 3’. Roughly speaking, Levenshtein distance
corresponds to character distance: simply put, in report ‘distance 1’,
Logion filters out all suggestions except those which emend by one
character, ‘distance 2’ by two characters, and ‘distance 3” by three®. The
different reports may treat the same error, though proposing difterent
emendations based on their respective filters: for example, as discussed

' Timpanaro 2005: 89 n. 18. On this quotation see also at the end of our article.
* Li and Haubold offer a more fine-grained typology in chapter 5 in this volume.

3 See further Brooks and Cowen-Breen, chapter 4 in this volume.
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below, Logion emends nonsensical aw to ndn in the ‘distance 3’ report
(a difference of three characters), while the ‘distance 1’ report emends
to correct avw (a difference of only one character). We are aware, and
would like to make our readers equally aware, that we are assessing
results at an early stage of development for Logion as a model. We do
so now for two reasons: first, to provide feedback that can aid its devel-
opment, and second, to demonstrate that already at this stage engag-
ing with machine-learning methods leads to significant results from a
philological point of view.

At a later stage of development, filters by Levenshtein distance will
be integrated into our front-end design in a manner that will allow
one to aggregate results, or keep them separate. At this stage, the sep-
arate reports enable us to adjudicate between the different kinds of
suggestions Logion makes and their respective usefulness, from banal
to sophisticated to implausible. This contribution thus focuses on the
virtues of each of these reports, considering their value both when used
individually and when used in combination. Where Logion appears
both wrong and unhelpful, we consider what this tells us about its cur-
rent limitations, how to maximize the effectiveness of Logion as a tool,
and the persistent importance of human mediation and philological
expertise. We conclude by emphasizing the role of the human phi-
lologist, without whom Logion’s suggestions are undecipherable and
cannot be adjudicated. We also consider the usefulness of Logion as
a tool for identifying errors that have passed unnoticed and for spur-
ring philologists to consider unthought-of suggestions and reconsider
previously unamended, but potentially problematic, portions of text.

The Distance 1’ Report

The ‘distance 1’ report produces the highest number of good results,
since in this report Logion considers possible errors which it would
emend by a difference of a single character, and therefore includes many
simple errors such as typos. This means that there is a larger number of
banal errors and few surprising or unexpected suggestions for emen-
dation. However, at the end of this section we will consider the limita-
tions of considering the ‘distance 1” report in such a rigidly quantifiable
manner, exploring cases where emendation proposals are helpful but
flawed, and so not resolved by a single character change. In those cases
the report alerts readers to more interesting textual problems.
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Good Flags / Good Suggestions

Some of the errors flagged by Logion turned out to be misreadings
present only in the TLG and not in print editions. In these cases, Lo-
gion’s suggestions matched the text of the relevant print editions. The
value of these corrections seems to us twofold: first, they improve the
accuracy of the TLG; second, they confirm that Logion is capable of
convincing work. We produce some examples below, with the text of
the TLG cited first, followed by that of the print edition and Logion’s
suggestion:

Log. 3.68 Dufty &w (TLG) > &vw (print edition = Logion’s suggestion)
Ep. 165.6 Papaioannou & > dv; Theol. 1, 60.15 Gautier &i > €ig
Or. hag. 3a.657 Fisher oi > oig

Theol. 1, 24tit. Gautier ei prior > €ig

Log. 2.12 Dufly téxva > téxvat

Log. 6.65 Dufty ué > pév

Or. for. 1.1632 Dennis tov > to0g

Theol. 1, 24.247 Gautier dvelpei > dvaupel

Or. pan. 13.64 Dennis ghavBpwmioa > ehavBpwmiag

Or. pan. 2.652 Dennis Pacthiag > Pacthig

Ep. 67.65 Papaioannou év > fjv

Hist. Brev. 75.20 Aerts o0 > o0

Log. 27.22 Dufty'EBypaioig > EBpaiorg

Or. min. 35.38 Littlewood étpdagn > éotpden

Or. for. 8.119 Dennis ¢ilog > giloig

Theol. 1, 78.6 Gautier mevtakioxhiov > mevtakioxhiovg

Log. 18.205 Duffy &yt > éxet

Theol. 1, 53.3 Gautier pd > poG.*

Most of these errors would be easily detectable even without Lo-
gion, but Logion makes it possible to find them more quickly and with
greater accuracy than human eyes could do. This also demonstrates
one of the ways in which Logion may be helpful to modern philology
more generally: detecting and weeding out simple but pernicious er-
rors which are first introduced in the process of digitization and then
often go unnoticed. Clearly, Logion did better with the list of correc-

+ This variant was added by the editor: the TLG has mpo, but the print edition ac-
tually has mpog.
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tions above than the Correction and Verification system (V&C) used
by TLG for error detection.s

In other cases, errors are equally banal but more deep-rooted.
Some of Logion’s suggestions turned out to be correct after we dou-
ble-checked the manuscript(s): in this case, the critical apparatuses of
print editions were inaccurate or failed to mention all variant read-
ings in the manuscripts. Most of these errors must have originated as
misreadings of the manuscript(s) or simply as typos on the part of the
editors. Some examples:*®

InAr.Phys. 79,5 Benakisadpiavtomomtiki (printedition) > dvdplavronomtikr
codd. = Logion’s suggestion

In Ar. Phys. 401,1 Benakis i > ¢ig codd.

Or. for. 8.103 Dennis dywpiopéva > dpwptopéva cod.
In Ar. Phys. 277,2 Benakis Aéet > Aéyet codd.

In Ar. Phys. 331,6 Benakis kvjoewg > kivijoewg codd.
Log. 28.3 Dufty petonwpq > petonwpw cod.

In Ar. Phys. 370,7 Benakis tobtov > 100 10V codd.

In Ar. Phys. 400,31 Benakis 1d¢ > taig codd.

Or. fun. 3.6.41 Polemis 8¢ > ye7 codd.

Or. for. 4.193 Dennis t6v > 16 cod.

Or. fun. 1.29.36 Polemis t& > 14g cod.

In Ar. Phys. 371,4 Benakis tomov > tomov codd.

Chron. 5.6.12 Renauld Tovoodtov > Tocobtov codd.
Ep. 105.5 Papaioannou oot > gov (P)*

In Ar. Phys. 78,25 Benakis mpokettat > mpdokettat codd.

5 See https://stephanus.tlg.uci.edu/history.php.

¢ The examples are presented in the form X > Y, where X is the (wrong) text in
the print edition, while Y is the (correct) text in the manuscripts (and Logion’s sug-
gestion). Unless otherwise stated, we refer to the critical editions for manuscript
shelfmarks. For the commentary on Aristotle’s Physics, we could not check MS A (Mi-
lano, Biblioteca Ambrosiana, H 44 sup.).

7 This may be a ‘silent’ emendation on the part of the editor, but transmitted ye
(suggested by Logion) works better (the expression moAAod ye kai 8¢l is widely attest-
ed, at least since Demosthenes; the TLG counts hundreds of occurrences).

8 This is not absolutely certain, because we could check only P (Paris, Bibliotheque
nationale de France, Grec 1182). We do not have access to U (Citta del Vaticano,
Biblioteca Apostolica Vaticana, Vaticani Greci 1912) and c2 (Heybeli Ada, ITavayia
Kopapuwtiooa 64).
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Ep. 138.110 Papaioannou adt6g > avtovg codd.

In Ar. Phys. 399,24 Benakis tovtnv > tavtnv codd.

In Ar. Phys. 332,7 Benakis kivodvtat > kivodvta codd.
In Ar. Phys. 257,3 Benakis 14 > tdg

In Ar. Phys. 302,23 Benakis e0péOn > ¢ppé0n (L)°

In Ar. Phys. 46,1 Benakis To0to > Tovtov codd.

In Ar. Phys. 163,16 Benakis 1fj > 1@ codd.

Log. 32.48 Dufty 0 > 16 codd.

In Ar. Phys. 400,3 Benakis £xet > £xetv codd.

In Ar. Phys. 66,15 Benakis émtaktikod > émrtatikod codd.
Theol. 1, 48.86 Gautier @mep > dmep.’°

Two examples suffice to show the different kinds of errors of this cat-
egory that Logion is able to identify. For example, tég (sic) instead of
taig at In Ar. Phys. 257,3 Benakis is certainly a misprint, and the same
is true for kvrjoewg instead of kwvoewg at In Ar. Phys. 331,6 Benakis,
TovoodTov instead of tocodtov at Chron. 5.6.12 Renauld, tobtnv in-
stead of Tavtnv at In Ar. Phys. 399,24 Benakis, and so on. Such typos,
however simple, nonetheless escape editors’ notice and produce prob-
lematic texts which Logion, lacking the human propensity for mis-
taking similar characters for one another or passing over a misspelt
word, is effective at detecting (which is certainly not to deny Logion’s
flaws). One reason why it seems important to correct these errors is
that misspelled words do not show up in TLG searches: the aim here
is not just to make texts readable to humans, in other words, but also
to machines.

There are also cases that lead us straight to a better consideration of
the manuscripts. For example, at In Ar. Phys. 302,23 Benakis, Logion’s
suggestion is found in one of the manuscripts, but is not printed either
in the main text or in the apparatus. The print edition has ¢pé0n (sic).
When we double-checked the manuscripts, we discovered that MS Fi-
renze, Biblioteca Medicea Laurenziana, Pluteo 87.5 actually has the cor-
rect ¢ppeOn, which is also what Logion suggests. Meanwhile, somebody,
while transcribing the text on TLG, must have tried to emend the text
by writing e0p€0n in place of the incorrect €péOn of the print edition.

9 MS Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5. Benakis prints €p€n,
following the other manuscripts. On this case see also infra.

o Although MS Firenze, Biblioteca Medicea Laurenziana, Pluteo 57.40 (L) has the
dative, MS Paris, Bibliothéque nationale de France, Grec 1182 (P) has 6mep.
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Alternatively, this is a case in which the TLG error-correction software
produced an error while attempting to correct one. In this case, Logion
impelled us to return to the manuscripts in order to discover the cor-
rect reading which had been misreported by the main editor of the text,
and then, as it seems, wrongly emended in the process of digitization.
Logion’s successful emendation reveals both how the machine learning
tool can circumvent human fallibility and how it requires the tradition-
al tools of the human philologist - i.e., confirming a problematic por-
tion of the text through, first of all, recourse to the manuscripts.*

Of course, not all good suggestions in the report find confirmation
either in the print edition or in the manuscripts, but some are nonethe-
less right. A few examples:

Laud. In Jo. Crust. 268 Gautier avAaic > adA0IG."2
Ep. 147.14 Papaioannou AiBvov > MiBivnv.
Or. min. 3.103 Littlewood &rolavoorto > dmoladoolte.

Clearly, the majority of these emendations consists in minor correc-
tions of orthography and/or concordance. This is due to the fact that,
as already mentioned, the suggestions given by the ‘distance 1’ report
are changed by only one character in relation to the flagged text. But
the ‘distance 1’ report may also be useful in suggesting more interest-
ing emendations. For example, let us consider the following passage:

In Ar. Phys. 238,24-239,1 Benakis “Kaitol”, gnotv, “dmoprioeté T, i ta
740N~ kai ai £&eig kivioeig, “n 68 Aevkotng mabog”, &pa kal kiviotg. AAA piv
Kiveitai Tt eAog eig v AevkotnTa

“Yet” - he says “one may then encounter the following difficulty: if affections”
and states of mind are movements “and whiteness is an affection”, is it there-
fore not also a movement? And yet, a limb(?) moves into whiteness.

Logion flags Tt and suggests to. On closer inspection, the problem
lies in the following word, péog (‘limb’, ‘part’), which does not make

1 For further discussion of similar cases see Haubold, chapter 3 in this volume.

2 The same oration was edited by A.R. Littlewood (Or. min. 37.260), who emended
avAaic to avAoig, i.e. Logion’s suggestion.

3 Elsewhere Psellos seems to treat AiBvog as a three-ending adjective (cf. e.g., HB
70.61 Aerts and Theol. 1, 109.68 Gautier).
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sense here. We checked the manuscripts,* and they do not read Tt
uélog, but actually Tt uéhav, which is certainly right (“what is black
moves towards whiteness”).

Elsewhere, Logion’s suggestion reproduces Psellos’ source text:

Log. 55.15-7 Dufty To yéhayvxpov v Beppaiver, Gt aipd éotiAehevkwpévov's
O’ ddévwv Aevk@v Kal dvaipwv kai fttov Beppov v Toig {aoTOig
petafarlopevov.

The cold milk warms, because it is blood made white by white and bloodless
glands, and, being less warm, it is transformed ... (6v) the breasts.

Logion flags 6v and suggests ev instead. Indeed, the source of this
passage, Alex. Probl. 3.3.6, has fjttov OBepu@v 1@V €v T0iG HAOTOIG
petaPdMetar (“.it is transformed by (glands that are) less warm
than the ones in the breasts”), which confirms that ¢v is needed before
101G paotols. One could emend the passage on the basis of Alexander
(reading Oepuov v as Oepudv T@V €v): as Johannes Haubold point-
ed out to us in a personal communication, assimilation to preceding
Yuxpov dv provides a plausible Fehlergenese which accounts for both
Oepuov and dv. In the manuscript these two phrases occur in succes-
sive lines, diagonally below each other, so the error might have been
caused by a slip of the eye. Furthermore, MS Oxford, Bodleian Library,
Barocci 131 (O) is a notoriously corrupt manuscript, and confusion of
ov and wv is not at all uncommon even in more reliable witnesses.*

Consider also the following, more uncertain, passage:

Log. 3.106 Duffy (= Chaer. fr. 2 van der Horst) obtot yap mp@tot Thv yoxiv
anaBavatioavteg EAEeot kal MAGvaug dpudnTolg fvaykacav kal péxpt Toag
kol AiBov kataPifdoavteg adbig eig Thv oikeiav {wvnyv dmokatéotnoay.

For they [sc. the Egyptians] were the first people to represent the soul as im-
mortal and they compelled it with unspeakable attractions and wanderings

14 B (Paris, Bibliothéque nationale de France, Grec 1920), C (Paris, Bibliothéque na-
tionale de France, Grec 1947) and L (Firenze, Biblioteca Medicea Laurenziana, Pluteo
87.5). We could not check MS A (Milano, Biblioteca Ambrosiana, H 44 sup.).

5 Although this word was not flagged by Logion, the TLG wrongly reads
Aelvkwpévov.

16 Cf. Reinsch 2014: XXXVI-XXXVII.
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and, having forced it to come down even into grass and stone, they restored it
again to its own zone [transl. P. W. van der Horst].

This is a very obscure passage, as already noted by P. W. van der
Horst.”” The exact meaning of {wvnv (‘belt’, ‘zone’?) is not clear. Logion
suggests (wnjv instead of {wvnv. On the one hand, a return movement
‘to one’s own spot’ ({wvn in the sense of zone’ instead of ‘belt’ is at-
tested at least since the second century BCE: see e.g., Posidonius in Str.
2.2.2) is well suited to words such as &€\§ig and mhavn, and (wvn is at-
tested elsehwere in discussions of Chaldaean teachings (Psych. 147.5 et
passim O’Meara; Psych 150.10 O’Meara). On the other, the expression
dnokabiotnut + eig {wrv (“to return to life”) finds a parallel in Psellos
in Theol. I, 17.58-9 Gautier €ig v aiwviav drokatactdot {wnv (“re-
stored to eternal life”),'* the expression oikeia {wr| was used frequently
by Psellos,” and from a palaeographic point of view the Fehlergenese
is easily explainable by the simple addition of a v (also, the corruption
of Cwrjv into (wvnv may have been facilitated by the preceding words
of motion). However, Logion’s suggestion, meaning that “they [sc. the
Egyptians] return the soul to its own life”, does not make more sense
than the transmitted text. All this considered, even though Logion’s
suggestion may be incorrect, it is worth noting that it provides a nov-
el conjecture to a problematic passage. One may object that Logion’s
suggestion trivializes the text, and it can hardly be considered a certain
emendation, but it is worthy of consideration and perhaps would be
worth mentioning in the apparatus of the print edition.

Logion may also be useful in cases where the editor is uncertain
whether to emend or not, although the fact that a variant reading is
suggested by Logion does not establish that it is right “per se”. For

7 Van der Horst 1984: 52: “Here wisdom appears to be identical with magic. The
details are not clear; &\§ig, Advn), (v seem to be magical technical terms. At the
background is perhaps the Egyptian concept of the ba as a bird with human head
descending to the grave after wandering away from it”.

'8 Tn general, this was a common expression in Byzantine sacred texts (cf. e.g., Ps.-
Macar. Serm. 10.4.4.1 dnokataotioet &i¢ {wnv aiwviov). On amokabiotnu + &ig +
acc. in antiquity, see e.g., Aristot. Magn. Mor. 2.7.10 anokabiotapévolg gig gootv, and
Met.1074a3 €i¢ TO adTO drokabioTdoag.

1 See e.g., Chron. 6.27.19 Renauld 10 Bpaydtatov uépog tig oikeiag {wig; Or. for.
4.201 Dennis oikeiav aipeioBat {wnv; Psych. 38.28 O’Meara Tiv oikeiav dvelittet

{wnjv; Theol. 1, 88.51 Gautier Tiv oikeiav {@vteg {wijv.
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example, with reference to Log. 6.68-9 Duffy 6 & d\\og o méavtwg
TAVTWV adTH ToVTw ovykekowvwvnkev (“but the other has not fully
shared all with this one”), the editor notes an toOtwv scribendum? (“or
should Tovtwv be written?”) in the critical apparatus. Indeed, Logion
suggests Toutwv in place of ToOTw, which is certainly preferable (“but
the other has not fully shared with him all these”). The same is true of
Log. 49.69 Duffy 10 6¢ ‘ovvtopog mpokettat (“the word ‘chvropog’ is
set before”), on which the editor noted “immo npooxettar” (“the word
‘ovvtopog is added”) in the apparatus. I[Tpookettat is also what Logion
suggests. In these cases, the machine neither offers a novel emendation
nor confirms as certain an existing emendation. Rather, operating on
very different principles from those of a human philologist - estab-
lishing mere probability of a given reading on the basis of the corpus
of Greek literature on which it has been trained, and of the Psellian
corpus on which it has been finetuned - Logion may prompt us to re-
consider existing human emendations, on the basis that we now have
one more ‘opinion’, or rather machine learning method, supporting
the same conclusion.

Good Flags, Bad Suggestions

Not all good flags (i.e., correctly identified errors) in the ‘distance
1" report are accompanied by good suggestions. In some cases, this
seems to be because Logion is unable to suggest lacunae or deletions,
something that we hope more developed versions of the model will be
able to do. Nevertheless, for some of these flags it is possible to supply
an emendation that begins from Logion’s suggestion, even if its emen-
dation is not correct “per se”.

For example, in the following passage, Logion, constrained by the
requirement to make an emendation of a difference of one character,
flags ov and suggests o instead:

Psych. 7.15-8 O’Meara o0 ydp ionpeptvog pog opBag tépvet Tov {wdtakov.
For the equator does not cut the ecliptic at right angles.
Ov was conjectured by Linder, cl. Procl. in Tim. 238.1-10 008¢ yap 6

ionpepvog pdg 0pBag téuvel TOv {wdiakov. The manuscripts actually
read 0, just as Logion suggests: 0 ionueptvog mpog 0pOag tépvet Tov
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{wdakov.> However, the negation cannot be simply replaced by the
article, because Psellos certainly knew that the equator was inclined
with respect to the ecliptic, and this awareness is needed to make his
argument work here.>* Still, Logion rightly points to the fact that the
article is needed here. Thus, one may want to write, similarly to Pro-
clus, o<v> yap <0> lonuepvog, or 6 yap ionueptvog <ov>, as Luigi
Battezzato suggested to us in a personal communication (in this case,
ov might have been deleted due to haplography in light of the preced-
ing ending -oc). These emendations would retain what is correct and
valuable in Logion’s suggestion, while preserving a greater concern for
the sense of the passage as well as due skepticism towards an over-re-
liance on Logion.
Another example:

In Ar. Phys. 279,21-3 Benakis Kai €i pév eiot a0 dmoteBévra ddiaipeta Trig
Kwnoewe, T A E Z, kivroetg, kivijoewg mapovong evagxotto &v i kiveloBat
[...], €l 8¢ 00 kivioelg, AAN ddtaipeta fj méoa kiviolg ovK €k Kivioewy éoTat
AN € ddiatpéTwv KivnudToy.

And if the supposed indivisible elements of the motion, §, ¢, and {, are mo-
tions (themselves), we should have to say that a thing, while in motion, might
not be moving [...] but if they are not motions, but (still) indivisible, then
every motion won’t be made up of motions, but of indivisible movements.

Logion flags 1}, suggesting a comma instead. This led us to review the
manuscripts; it turned out that MS L (Firenze, Biblioteca Medicea Lau-
renziana, Pluteo 87.5) actually reads “aA\” &dwaipeta, 1} méoa kivioig”,
with comma after dSiaipeta and reading n as a feminine article, which
is certainly right.

These are satisfactory solutions to problems highlighted by Logion
but then not solved adequately by machine-learning methods. As may
be expected, there are also cases in which we, as human philologists,
could not arrive at a convincing emendation for a passage flagged by
Logion as problematic. Here is an example:

2 Venezia, Biblioteca Nazionale Marciana, Greci Z 524 (M) and Firenze, Biblioteca
Medicea Laurenziana, Pluteo 58.29 (f').

2t See previously (Il 13-5) yivovtat 8 §vo kOkAoL, Kai TOVTWV yeyovéTwoav O pgv
¢vT06, 0 8¢ kTG, Aotol pdg AAAoug (“two circles result, and of these one shall be

internal, the other external, being oblique to each other”).
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Or. fun. 10.14 Polemis ‘Qg 8¢ Sujuapte Tig épéoews dmeivat TodTov Habov,
€00VG fj Adyog méumet Tovg dEovtag, £v oig AAEEiog Av.

When he failed to achieve what he desired having learned that he had left, ...
() immediately sent people to fetch (him), among whom there was Alexios.

Logion flags f] and suggests o, instead. There is certainly something
wrong with this passage: the function of #j is not clear, and Adyog
(‘discourse’) cannot be the subject of méumet (‘sent’). Logion’s sugges-
tion does not solve the problem. What we would rather expect here
is something like e000g 6 Baocilelog mépmel Tovg dfovtag <adToOV>
(“Basileios immediately sends some people to bring (him) the monk”),
which would however deviate considerably from the transmitted text.
Johannes Haubold suggested to us to indicate a lacuna (after Adyog?),
while Luigi Battezzato proposed to emend e06vg into evBO<TEPO>G
(“quicker than a word he sends”); all these options look possible. Spec-
ulation aside, we can conclude with a degree of certainty that in this
case Logion drew our attention to a passage that is very likely corrupt
but had not been previously identified as such.

In one passage, to which we have returned several times, we con-
sider it possible, though not certain, that the transmitted text is in fact
sound:

Or. hag. 6.65-9 Fisher el 8¢ mpdg dvadoyiav é8¢loig tig EEwBev edmpemeiag
10 év80TEPOV KAANOG Opdv, Tawviaw dua pgv avti 1) dxpiBng mept 10 Beiov
VIOANYLG, TO AOYIKOV TG YUXTG Tieplogiyyovoa kal TNV A&V dgatpodoa
TG émi Odtepa pépn KIvioews Te Kol HETAVEDTEWS.

But if you want to see the internal beauty by way of analogy with the external
appearance, then altogether her (Mary’s) bands represent her exact grasp of
the divine, tightly binding the logical part of the soul all round and removing
any deviation of movement and inclination in either direction.

The ‘distance 1’ report suggests pa instead of dpa, while the ‘dis-
tance 2’ report suggests a.>> It seems clear that Logion’s intention (to
speak in terms of human motivation, as one finds it difficult to avoid
doing when working with the machine) is to remove dua altogether.
According to the critical apparatus, Tawviou dpa pev avtij is the text

22 Report 3 does not consider this passage.
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transmitted by MS A6rva, E6vikn BipAo6nkn g EAGSog (EBE), 282
(a), while MS ABrva, EOvikn BipAoBrikn g EAGdog (EBE), 327 (h)
has tawvia pgv avtij.* We suggest retaining plural tauwviou as the lec-
tio difficilior, supported by a reference to plural Tawviat Aapmnpai just
before (Or. hag. 6.47 Fisher). Nor is there a problem with the lack of
verb: one can simply supply eioi(v). The difficulty is with dua, hence
its removal in one manuscript as well as Logion’s attempt to remove it.
Psellos typically uses dpo unambiguously, either as a preposition with
dative or else as an adverb with a e ... kai or kai ... kai construction.
In order to understand the present passage, dua must be taken very
loosely with the several sentences which follow, as Psellos proceeds to
offer analogies for the jewelry worn by Mary in an image he is describ-
ing. Johannes Haubold suggests to us that dpa may be used to link the
present analogy to those which follow and is balanced by opod later on
in the text (Or. hag. 6.78 Fisher). As far as we can see, Psellos does use
dua loosely at times, but it is difficult to parallel the manner in which
this encompasses several sentences here (we would expect something
much simpler, like mp@dtov). Still, it is hard to account for the corrup-
tion, since the sense of the passage does not demand a different word,
and if we simply remove dpa, as MS Abrva, EOvikn BipAoOnxn g
EM\adog (EBE), 327 does and Logion attempts to do, we fail to explain
how it ended up in our text.

All these examples reveal both the opportunities and some of the
limitations of working with Logion. A ‘distance 1’ report can, strict-
ly speaking, only suggest emendations of one character, resulting in
many successful but ultimately banal suggestions. Good emendations,
as determined by the human philologist, are not necessarily limited to
one character, but here we have seen that these too may be inspired
by a ‘distance 1’ report. In some cases, Logion’s suggestion of a sin-
gle character change prompted us to explore other options, including
what would count for Logion as a change of several characters or even
a lacuna, which Logion cannot suggest at all. Such are the limitations
of Logion that we certainly cannot assume its suggestions to be prima
facie correct. However, by taking Logion as a prompt to revisit trou-
blesome passages, and by using its suggestions as a springboard for
our own attempted emendations, Logion proves to be useful to the
human philologist without at any point being capable of replacing hu-
man philological expertise.

23 These manuscripts were not accessible to us.
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The ‘Distance 2’ Report

In our discussion of a sample ‘distance 1’ report, we offered several
instances of Logion’s suggestions being substantiated by a reassess-
ment of the manuscripts or of the print edition. ‘Distance 2 reports
generate similar cases. For instance, at Chron. 4.7.8-9 Renauld the TLG
text has kepittwv, while the print edition has the correct kpeitTwv,
which is what Logion suggests; at Ep. 126.1 Papaioannou, Logion sug-
gests o0d¢v for the TLG’s [O0] 8¢év, which is indeed confirmed by the
print edition; and at Log. 51.697 Duffy the TLG lacks a high dot after
elot, which Logion recommends, and which is also found in the print
edition. Elsewhere, the manuscripts substantiate Logion’s suggestions.
For example, at In Ar. Phys. 230,15 Benakis, Logion suggests a full stop
instead of Or). We checked the manuscripts and discovered that Laur.
Plut. 87.5 (L) has a high dot right before n®g, which is certainly need-
ed here. These cases, from the flags that we have analyzed, tend to be
relatively simple, though the last example shows that they are not re-
stricted to the correction of mere typos.

A “distance 2’ report may also supplement and improve upon a flag
correctly identified in a report set to Levenshtein ‘distance 1, but not
there brought to a satisfactory conclusion. For example:

Chron. 6.85.10-2 Renauld @wg & o0k nv dmodeikvuoBor td Aeyopeva,
AyvwoToug TVAG inméag ¢ dvtny wppnkotag éAoyomnoiovy ékkepalioat.

But since it was not possible to prove these words, they made up a story that
some unknown knights beheaded him after rushing against (him).

In this case, the ‘distance 1’ report flags dvtnv and suggests avtnv
instead, which cannot be right. The word &vtnv appears to be flagged
correctly, however, since the expression én’ dvtnyv is not otherwise
attested, nor does it seem likely that ért’ is to be attached to wpunkotag
as a case of tmesis (époppdw, ‘to rush upon’). Logion may provide
the correct emendation in the ‘distance 2’ report, where it suggests
avtov (L. adtov) rather than avtnv (“after rushing against him”); one
may compare a few lines above (Il. 5-6): Oppunoavteg €mi TOV vekpov
(“rushing against the corpse”). Indeed, if we look at the more recent
edition of Psellos’ Chronographia by D. R. Reinsch, we learn from the
apparatus that ¢’ adtov is what we read in Constantine Sathas’ and
Salvatore Impellizzeri’s editions, while MS P (Paris, Bibliothéque na-
tionale de France, Grec 1712) has ¢’ &v tiv. Another possible emen-
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dation for ém’ av tnv, suggested to us by Luigi Battezzato, is évavtiov
vel évavtiwg.

Further cases may be adduced where the ‘distance 2’ report we con-
sidered for this chapter offered the same flag as the ‘distance 1’ report
but improved upon its suggestion. In the following example, the sug-
gestion in the ‘distance 2’ report also finds confirmation in the man-
uscripts:

In Ar. Phys. 19.21-2 Benakis ®ote elvai Tt adTfj ékdtepov, TO dmokeipevoy kai
6 ovuPéPnkev.

So that each is to her both the subject and the attribute.

The ‘distance 1’ report suggests avto instead of transmitted a0 tf). The
correct solution is provided by the ‘distance 2’ report: adt@v (“so that
each of the things is both the subject and the attribute”). Indeed, avt@v
is what manuscript Firenze, Biblioteca Medicea Laurenziana, Pluteo
87.5 (L) reads, as is shown in the critical apparatus of the print edition.
In this case, Logion’s suggestion in the ‘distance 2’ report clearly sur-
passes that of report ‘distance 1,” and prompted us to revisit both the
print edition and the manuscripts. The correct reading, though known
to the print edition’s editor, was unduly neglected.> In terms of devel-
oping Logion, one possibility here might be to use ‘distance 1’ to identi-
fy possible textual corruptions but then broaden to ‘distance 2’ or ‘3’ in
order to look for possible solutions that are not as constrained.

Consider yet another example:

In Ar. Phys. 8.24,10 Benakis ur| kiveioBw 6¢ ap’ dAov, 16 8¢ B kiveioBw Omo
TaA.

Let it not be moved by another, but let B be moved by A.

The ‘distance 1’ report suggests to instead of td, but the problem is
not singular vs. plural. Rather, we need a genitive of agent where both
the TLG text and Benakis’ print edition have the accusative té. In the
‘distance 2’ report Logion does indeed suggest this emendation. When

4 For discussion and further examples of this phenomenon, specifically in relation
to MS L of the Aristotle commentary, see Haubold’s discussion in chapter 3 in this

volume.
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we checked the manuscripts,” we discovered that they do in fact read
To¥; T4 must be a misprint.

Like the ‘distance 1’ report discussed earlier in this chapter, our sam-
ple ‘distance 2’ report sometimes combines good flags with sugges-
tions that point in the right direction while not being fully satisfactory
in themselves. Sometimes, the reason is again that Logion is currently
unable to indicate lacunae. Consider the following passage:

In Ar. Phys. 359,24-360,1 Benakis “Kai xwpig 8¢ 10D 0plopod Tijg Kivijoews”

Kai dAog “ndg Ti¢ opoloynoetev”, g “10 Suvatdv kiveioBal” “avaykaiov”
¢oTL kai mote “kiveloBar”.

“And quite apart from the definition of movement”, “everyone else(?) would
admit” that “anything that is capable of moving” “of necessity does move” at
some point.

The ‘distance 2’ report suggests av instead of ag. The passage that is
being discussed by the commentator, Arist. Phys. 251a12, has ndg &v
opoloyroetev. Logion made us check the manuscripts: while B (Paris,
Bibliotheque nationale de France, Grec 1920) and C (Paris, Bibliotheque
nationale de France, Grec 1947) have &AAog, which is reproduced in the
print edition, Firenze, Biblioteca Medicea Laurenziana, Pluteo 87.5 (L)
actually has M wg, which is certainly right. While Logion is technically
wrong to suggest removing ndg for &v, it in fact identifies the problem
correctly and can, with some caution, be used to good advantage.

The effectiveness of the ‘distance 1’ report in producing many good
but banal corrections is not paralleled in report ‘distance 2.” Yet, while
the ‘distance 2’ report does not contain as high a number of correct
flags and correct suggestions as report ‘distance 1,’ the preceding ex-
amples show that it does contain many of the same kinds of flags and
can be used broadly the same ways as report ‘distance 1.” To conclude
our discussion of report ‘distance 2,” we consider one of the more in-
teresting suggestions we encountered:

Log. 16.277 Dufly adtika 1 ovpd tod kvvog T@ votaiw pépel cuvimra
00 owpatog, 6 kaBdmep €k TNYAg TOD éykepdhov TOIG OMOVEVAOLG

5 B (Paris, Bibliotheque nationale de France, Grec 1920), C (Paris, Bibliotheque na-
tionale de France, Grec 1947) and L (Firenze, Biblioteca Medicea Laurenziana, Pluteo

87.5). We could not check MS Milano, Biblioteca Ambrosiana, H 44 sup.
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ovykaBnAovpevov dxpt Tob Tehevtaiov pépovg Ttod TroikodT Satétatal
oWpaToG: aloOnTikwtatov 8¢ 1O Uépog Kkal MOTapog dAnBwg Tig TOD
gyke@dhov TnyRG.

The dog’s tail is attached directly to the back part of the body, which being
firmly attached to the vertebrae, extends as if from a spring from the brain up
to the last part of the (?) body. That part is most perceptive and truly a river
issuing from the spring of the brain.

troikoDT is a known crux in this passage. In his print edition, Dufty
chooses not to emend, but prints leg. {wiko? vel kvvikod?, which seems
less than satisfactory. Logion suggests Aotmod “rest of”, which though
we were dissatisfied with Dufty’s suggestions in the apparatus criticus,
we were initially inclined to reject. We first considered two possibilities
of our own: mpwtov and koilov. Koilov would make it easy to explain
the textual corruption from a palaeographical point of view. Further-
more, in several places Psellos refers to parts of the body as kothog: in
one of his poems, the artery is kothov Tt cdpa “a hollow body” (Poem.
9.294 Westerink); elsewhere he refers to “the hollows of the joints”
Ta Kotha T@V &pBpwv (Chron. 6.127.8 Renauld) and hollow veins tf|g
KoiAnG @AePog (Log. 16.121 and 123 Dufly), and even of the hollow of
a head 814 o0 koilov Tiig kepaAiig (Log. 18.249 Duffy), though of the
heads of cuttle-fish and octopuses rather than human beings. Never-
theless, it is difficult to make a case for the appellation of the body itself
as “hollow”, or else the vertebrae or the dog’s head. As for the other
possibility, 10 npdTov cdpa would mean “the main body” in the sense
of “the main (part of the) body”, i.e., the bust; for this meaning see
later on in the passage: @ Or) kai 1] 00p& cvykeévn petahapPavet g
aioBnTikig duvapews kai TQ TpwTtw ovykiveitar cwpatt (“(the back,)
with which the attached tail also shares the perceptive power and
moves along with the primary body”). The main disadvantage of this
emendation is that it is difficult to explain paleographically. We then
returned to Logion’s suggestion, and we discovered that Aomov cdpa
is a common collocation in Psellos’ work, e.g., “the helmet protects the
head, and the armour holds the rest of the body” kai tfj pév ke@alf
KpAvog apkel, T0 8¢ ooy odpa 6 Bdpag aunéxet (Chron. 6.133.7-8
Renauld); “as men grow old and grow weak, their nails and hair grows,
but the rest of the body fades” Toig dofevodot kai yépovoty dvuyeg kai
Tpixes abd§ovat, TO 8¢ howmov cdpa @Oivel (Log. 55.295-6 Duffy); “his
head and the rest of his body are rather small” t® 8¢ kai 1} kepaAn kai
10 Aowmov odpa Ppaxvtepov (Encomium in matrem 335 Criscuolo);
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etc. Psellos tends to use 10 Aonov owpa in contrast with the head, so
the expression would fit well here. All things considered, it seems to us
that Logion’s suggested emendation of Aowrtod is plausible, and could
at least be included among the other suggestions in the apparatus crit-
icus.

Regardless of whether or not Aotmod should be adopted, we conclud-
ed that Logion provided a novel suggestion to a known crux which,
upon careful examination, was shown to be well-founded on Psellos’
idiom.

The ‘Distance 3’ Report

In report ‘distance 3,” where Logion is capable of suggesting chang-
es to 3 characters, the accuracy of the suggestions diminishes overall.
There are many reasons for this, and it is ultimately unsurprising that
Logion should be less effective where it is most able to invent and devi-
ate far from the transmitted text, but one consideration that should be
kept in mind yet again is Logion’s inability to suggest lacunae. Emen-
dations that require a change of at least 3 characters often point to
larger problems, such as a word (or more) dropping out, a need to
recognize in one nonsensical word two correct but separate words,
etc. Logion is largely incapable of these emendations.>* Logion in the
‘distance 3’ report has a tendency to flag the same passages as reports
‘distance 1’ and ‘distance 2’, but with much weaker suggestions: e.g.,
for transmitted aw (Log. 3.68 Dufly), Logion had rightly suggested dvw
in the ‘distance 1’ report (see above), which makes good sense and re-
mains close to the transmitted text. In report ‘distance 3°, however,
Logion suggests ndn for aw, which is far less likely as a corruption and
hardly necessary in terms of sense. Likewise, in report ‘distance 1’, Lo-
gion wrongly flags motéov in Or. hag. 1,b.270-1 Fisher Ppwtéov te kal
notéov avtoig “it is necessary for them to eat and drink”, suggesting
doteov instead. Clearly, Logion is wrong to attempt to replace the per-
fectly suited motéov with doteov, but Logion’s error may be at least
understood on the basis that 1) it is the only occurrence of motéov in
Psellos’ works, thus indicating one of the limitations of Logion’s pure-
ly statistical approach; 2) it is a paleographically plausible corruption,

¢ Though for Logion’s prowess in working across word boundaries see Haubold,

chapter 3 in this volume.
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and at least not absurd on that count. In report ‘distance 3,” however,
Logion wastes the philologist’s time by suggesting the implausible and
nonsensical mota.

We should emphasize here that before our assessment of ‘distance 3’
we had no empirical data to establish the usefulness of such a report.
So, although from a philological point of view, the results are disap-
pointing, from the point of view of learning how to use and develop
machine-learning methods, this part of our contribution is, we believe,
of value. Put simply, Logion’s limitations must be properly understood
before one can evaluate its suggestions. Here is an example:

In Ar. Phys. 251,18-19 Benakis Kai 6fjlov ék Tfig Aevkdvoews kal ob £0nke
TAPASELYHATOG.

That is also clear from whitening and from the paradigm he established.

Logion suggests replacing £€0nke with ex. Such an emendation does
not make any sense, until one realizes that Logion does not distinguish
between homonyms with different diacritics and accents. Therefore, we
would argue that Logion makes this suggestion on the basis of read-
ing the negation ov rather than proleptic relative o0, in which case,
with Logion’s emendation, the text would read: “that is also clear from
whitening and not from the paradigm”, which, though it does not pro-
duce good sense in context, is at least a viable sentence (even though
we would expect ovk before a vowel, this may not be a strong enough
factor to affect Logion’s reading). Although the idea of scrutinizing Lo-
gion’s bad suggestions will not appeal to the philologist, for our pres-
ent purposes it seems important to point out the various sources from
which Logion’s errors derive. We singled out an interesting case; other
sources of error will be less surprising: misunderstanding of Psellos’ use
of several layers of discourse; very rare names and words, numbers and
onomatopoeia, all make an appearance in the ‘distance 3’ report as well.
It is important that the philologist be mindful of how Logion’s limita-
tions affect its results so that one handles them appropriately. Even
more importantly, a philological scrutiny of results might, we hope,
lead to improvements of Logion’s design.

Useful suggestions can be found in report ‘distance 3,” but they are
unquestionably fewer and further between and, where they are found,
cannot be adopted fout court (at least in our findings) but may perhaps
contribute to the human philologist’s formulation of a suitable emen-
dation. For example, a doubtful case may be the following:
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Log. 48.44-5 Dufty t1 uév 0dv 00906 0 Tou TG 00 T &vOpwtva Hovov, AN
Kai ta Ogia kai T Saupovia, ovk &v Tig Avtepel Tivi, doov Pnde kapoi-

Indeed that the poet is wise not only in human affairs, but also in divine and
spiritual matters, no one would deny to anyone, to such an extent he would
not even deny it to me.

Logion here suggests emending und¢ to ye. The last clause is awk-
ward, the point of the self-reference is not clear, nor the point of 6cov
(nor is it illuminated by the larger context of the passage), but it may
not be clear that it needs to be emended. However, Duffy interestingly
records as a ms. variant 6¢ for undé (ad loc.), which also attempts to
remove the negation. I'e is indeed superior to 8¢, as producing a more
fluid sentence (“even as much as he should deny it to me”), though
it deviates from any transmitted text. Logion’s suggestion, by remov-
ing the negation, produces less awkward Greek, but it must be said
that the sense remains somewhat obscure. If the text is left as it stands
in the print edition, Psellos poses as someone whom one might of-
ten refute (for reasons that are unclear) but would not in this case; if
Logion’s emendation is adopted, Psellos still poses as someone whom
one might refute (but for somewhat clearer, rhetorical reasons), but
the emendation introduces the awkwardness that Psellos excludes
himself from the “anyone” referred to by tivt. One last solution should
be considered, which is to adopt Logion’s emendation but read kdpot
(3rd person singular optative of kauvw) for kapoi: “however much
he should toil [at trying to deny it]”. Some parallels suggest this may
not be impossible: e.g., Poem. 67.246 Westerink pn toivov kdpvng,
dvOpwe, TodTO Kakeivo Aéywv “do not toil, man, at saying this or that
thing”; Ep. 378.92.20-21 Papaioannou 008’ ei moA\& kdplog Emiyelp@dv
TexvikwTata “not even if you toil at attempting many skillful things”.
This is quite speculative, and we need to do more work to reach a sat-
isfactory conclusion, but Logion invites us here to reconsider whether
or not we should be satisfied with the text of the printed edition. This
case is particularly difficult, since we have two manuscripts reporting
discrepant readings, with Logion suggesting a third. None of the read-
ings is obviously sound. We offer here a range of possible solutions,
none of which is certain. All we can say is that Logion, combined with
human intelligence, contributed to their formulation.
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Using All Three Reports at the Same Time

We examined the initial fifty flags of each report. These are our re-
sults:

- the ‘distance 1’ report: 30 good flags / good suggestions, 3 good
flags / bad suggestions, 9 bad flags, 4 uncertain flags, 4 N/A.

- the “distance 2’ report: 5 good flags / good suggestions, 11 good
flags / bad suggestions, 31 bad flags, 3 uncertain flags.

- the ‘distance 3’ report: 5 good flags / bad suggestions, 45 bad
flags.

Quantifying Logion’s success rate is not easy.” Many flags and sug-
gestions raise intricate problems, and it is not always possible to es-
tablish conclusively whether they are correct or not.* In fact, there are
many suggestions which are possible in theory, but not certain, and
which can therefore not be accepted as “correct” by the editor. Con-
sequently, there are various degrees of “bad” and “good” flags and/or
suggestions, in the sense that some are good to a higher degree than
others, while others are bad to a higher degree than others.> The prob-
lem here is that computer models need to train on machine-actionable
data, while the humanistic pursuit of making sense of texts is multi-
faceted and subjective, compelling philologists to simplify results in
order to yield such data.* That said, providing feedback of the kind we
have outlined above can help improve the performance of models like
Logion.

Evaluating flags will always be subjective, in that an editor may be
more or less conservative, more or less inclined to emend the trans-
mitted text. That said, our view is that the ‘distance 1’ report, giving
the highest number of good results, is clearly the most cost-effective.
Nevertheless, the other two reports are not useless, since they also flag
corrupted passages that are not flagged by the ‘distance 1’ report. As
shown above, the ‘distance 2’ report and ‘distance 3’ also provide good

27 For a systematic attempt, see Li and Haubold, chapter 5 in this volume.

% See above, for example, the case of Log. 3.106 Dufly, examined under “the dis-
tance 1 report”.

» On the subjectivity of philological work, see also Battezzato, chapter 2 in this
volume.

3¢ See further Graziosi, chapter 1 in this volume.
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suggestions for passages that were already flagged by the ‘distance 1’
report, but with a bad suggestion (see above, under the ‘distance 2’
report).

All this considered, it is clear that the use of these reports on the
part of editors depends on what they aim to gain from Logion. Editors
who want to get the most out of Logion and are able to spend a bit
more time in going through all three reports (thus being willing to
put up with some nonsense, especially in the ‘distance 3’ report) might
want to look at all reports. Editors who, on the other hand, do not have
much time to spend on Logion and want to run a quick check might be
better served by focusing only on the ‘distance 1’ report (and perhaps
the ‘distance 2’ report).

There is a further caveat to this conclusion, which we need to high-
light here: what we discovered to be the case for Psellos may be dif-
ferent in the editing of other authors. So, again, the only way to make
progress is through painstaking assessment of results.

Meanwhile, we think there are some ways in which one can save
time when using all three reports. First of all, one may want to avoid
considering all the flags of the ‘distance 2’ report and ‘3’ for which the
‘distance 1’ report already gave a good suggestion: this diminishes
the number of useless flags in those reports. For example, at In Ar.
Phys. 370,6-8 Benakis'Eott 8¢ o010og Gpo10g 6 Aoyog O mept Tod mavTta
KiveioBatl 1@ mepl TodTOV Eva EKAOTOV OTAAAyHOV katatpifety, the
‘distance 1’ report suggests Tov Tov instead of todTov. Logion’s sugges-
tion is right and is confirmed not only by the manuscripts (see above)
but also by Arist. Phys. 253b.14-15 €011 & 8potog 6 Aoyog T@ mept ToD
Tov otahaypov katatpiferv (“the discourse is like that concerning
the wearing out of a stone by drops of water”). As a consequence, Tov
suggested in the ‘distance 3’ report can automatically be discarded.*
Again, at Or. for. 8.103 Dennis the ‘distance 1’ report flags the vox nihi-
li daywpropéva and suggests agwplopeva, which is certainly correct (we
checked MS Firenze, Biblioteca Medicea Laurenziana, Pluteo 57.40,
which actually reads d@wplopéva: dyw- is a misprint, then): wpiopeva
suggested by the ‘distance 2’ report can thus be ruled out.>

Similarly, some flags in the ‘distance 2’ and ‘distance 3’ reports can be
discarded when it has already emerged from the ‘distance 1’ report that
they are bad. For example, at Or. hag. 8.456-7 Fisher the ‘distance 1’ re-

3t Report 2 does not comment on this passage.

32 Report 3 does not consider this passage.
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port suggests agn in place of £, but the text is correct as it stands (Ta
HEV 0DV Tiig edAafeiag TG &v Epdyolto xOpTog €pn mupodg; “words of
piety asked how fodder would ever touch fire”); as a consequence, the
same flags in the ‘distance 2’ report, suggesting 1, and in the ‘distance
3’ report, suggesting kau, can also be ruled out.

Furthermore, one may want to start from the ‘distance 1’ report, and
then look at the other two reports only when the ‘distance 1’ report
does not provide good suggestions, in order to see whether one can
find interesting emendations there (see, for example, the aforemen-
tioned cases of Chron. 6.85.11 Renauld and In Ar. Phys. 19,21 Benakis,
under the ‘distance 2’ report).

When using all three reports, one should keep in mind that all three
reports may flag a text with good reason but give an incorrect sug-
gestion; for example, at Or. for. 7.109 Dennis tnv &év vouw tovTNnV
Stoiknouy, all three reports correctly flag tovtnyv; the ‘distance 1’ re-
port suggests Tovtwy, ‘distance 2’ suggests Tovtw, ‘distance 3’ suggests
avtwv: yet, the correct reading here is certainly tavtnv (tobtnyv is
a misprint: we also checked the manuscripts,” which correctly read
TaOTNV).

The Importance of Human Mediation

Throughout this chapter, we have considered several instances
where Logion correctly identifies errors but where its suggestions need
to be modified, or perhaps adopted with a great amount of residual
uncertainty. In many of these cases, Logion nonetheless produces a
result that is ultimately positive, highlighting previously unnoticed
errors; indicating wherein exactly lies a textual corruption; and aid-
ing the search for possible emendations. However, Logion’s ability to
‘compound’ errors must also be considered, and this leads us to stress
the importance of human philological assessment when working with
Logion. Logion sometimes makes the same mistakes that Byzantine
scribes made a millennium ago; in particular, Logion tends to trivialize
and standardize the text, thus creating banalizations and repetitions.
As a consequence, careful human mediation is essential in evaluating

33 P (Paris, Bibliotheque nationale de France, Grec 1182) and V (Citta del Vaticano,

Biblioteca Apostolica Vaticana, Vaticani Greci 672).
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the flags and suggestions given by Logion, lest we exacerbate the very
problems we mean to solve. Let us consider a few examples.

As for banalizations, at Ep. 1.27 Papaioannou, the ‘distance 1’ report
suggests the indicative €xet instead of the optative €xo; but the optative
is perfectly fine here (see the preceding vai). Here there are promises
of further development, via use of Term Frequency - Inverse Docu-
ment Frequency (tf-idf).»* What we want to emphasize here, though,
is that such development is a response to philological feedback of the
kind offered here. At Or. min. 11.27-8 Littlewood iSp@ot, enui, Bia
10D HeTWTOL Kal TAG keQalfig katappéovatv (“they sweat, I mean, they
necessarily flow down the front and the head”), Logion suggests St
instead of Piq, but the text works fine as it is: Piq recalls “é¢x gvoewg”
(“naturally”) a few words above; the preposition St is not needed,
since katappéw + simple gen. means “to flow down sth”.3s At Ep. 123.8
Papaioannou &véOnke 10 kdtontpov tfj Oe®d (“she raised the mirror to
the goddess”), Logion suggests tw instead of 1f}, because in Psellos 0gd¢
is normally male; but here 0edg refers to Aphrodite: this privileging of
male subjects is a common problem in machine-generated texts more
generally,* so again it may be possible to implement correctives in the
course of further development. At Psych. 42.1 O’Meara Eita 0| t& T@v
Buopévwv meptelpydlovto mtwpata, i émi degLd mintotev f £l T Aaud
“then, they scrutinized the falls of the sacrificial animals, whether they
fell to the right or to the left”, Logion suggests cwpata for ntopata
in the ‘distance 2’ report. mtwpata, with the literal meaning of “falls”
here, is not the most common Greek usage, but is clearly very appro-
priate in context. At Psych. 13.3-4 O’Meara IT\obtapyog v §6&av 10
dtipov pépog TG Aoyikiig Yuxis ... Aéyet “Plutarch says that belief is
the dishonourable part of the rational soul”, Logion attempts to emend
the text in the ‘distance 3’ report, suggesting tpttov for dtipov. Logion
appears to respond to the preceding and following references to the
“five powers of the rational soul”, and so expects a number rather than
an abstract adjective with pépog. Psellos’ text is sound, however, and

34 See Graziosi, chapter 1 in this volume, together with Li and Haubold, chapter 5
in this volume, who discuss Logion’s difficulties coping with optative forms, especially
in very common verbs.

35 Cf. Or. Min. 37.274-5 Littlewood kai Setva T@v 0pBap@v katappéety T Sdkpoa
(“and terrible tears flowed down the eyes”).

36 See Li and Haubold, chapter 5 in this volume.
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corroborated by Philoponus’ commentary on Aristotle, citing Plutarch
(XV. P.425b12.46ft. Hayduck).

With regard to repetitions, at Ep. 201.7-8 Papaioannou Logion
suggests npkeoe instead of fipece; fipkeoe is a synonym of fipece, and
Logion is trying to repeat fjpkeoe, already used by Psellos two words
earlier (toig & ég TéA\a cogiag fjpkeat Te kai fjpeae). At Or. pan. 2.649
Dennis kakod kakov dAafapevog (“exchanging a bad thing for a bad
thing”), the ‘distance 1” report suggests kakov instead of kakod, thus
trying once again to standardize the text. At Log. 19.60-1 Duffy méaxvn
Yap énwvopaotal olov memmypévn dxvn (“méxvn ‘rime’ takes its name
from mennypévn dyvn ‘frozen foam™), the ‘distance 1’ report suggests
navn instead of &xvn, thus creating another repetition. dyvn is cer-
tainly right, given that Psellos here suggests an etymology of méyvn,
as coming from mennypévn dyvn. At In Ar. Phys. 275,18 Benakis, el
yévouto ottypn otypiig ovvexrg (“whether a point becomes contig-
uous to a point”), report 1 suggests ottyun in place of otiypig, thus
trying to make the variant uniform with the preceding word. At Ep.
306.3-4 Papaioannou 0@e\éTng eipl TOiG xwpitaug dpxaiog Hodoxhg
kai drodoxig (“I am indebted to the locals for their longstanding hos-
pitality and reception”), the ‘distance 1’ report suggests vmodoxng in-
stead of amodoyiig, creating yet another repetition.

If Logion flags a reading that is a modern conjecture and suggests
instead a reading that is in fact transmitted in a manuscript, the sug-
gestion is not automatically correct. An example of this is Psych. 7.15-8
O’Meara, already examined above (see ‘the distance 1 report’). Anoth-
er case is found at Psych. 15.17-8 O’Meara Anpokpitov ¢ TocodTOV
amodéxetan v So&av 6t €€ Hdatog v Syiv yevvd (“(Aristotle) ac-
cepts Democritus’ opinion to the extent that he generates sight from
water”): Anpokpitov was conjectured by Hansen, while the only codex
transmitting this text, MS Oxford, Bodleian Library, Barocci 131, has
the nominative Anuokpiroc. Logion suggests Anpoxpitog (probably be-
cause the subject is implied here), but the genitive is certainly needed.

Logion’s best and worst flags have something in common, which is
that they both require the least amount of human interpretation for
their implementation or rejection. Most of the flags we have consid-
ered in this paper are of another kind, forcing us to reconsider our
transmitted text and the emendations we would supply for it, often
without ever reaching a final conclusion, though assisting in adding to
the number of suggestions available and at times clarifying the issues at
hand. Another way of saying this is that Logion is both at its best and at
its worst when its suggestions are most well-suited to a computer: sim-
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ple detection of typos, or banalizing errors resulting from insufficiently
contextualized statistical calculations. Logion is at its most interesting,
however, when its suggestions resemble those of the human philolo-
gist: narrowing in on questions which lack a simple solution but lead
us to reconsider questions of idiom and meaning.

As mentioned at the beginning of our article, in his 1963 book The
Genesis of Lachmann’s Method, the Italian philologist Sebastiano Tim-
panaro shows that the method which became standard for collating
and evaluating the manuscripts of ancient texts, called “Lachmann’s
Method”, was neither invented nor perfected by Karl Lachmann, who
gave it its name. Timpanaro displays in this book a distrust toward
the kind of history of ideas which glorifies individual “geniuses” at the
expense of the cumulative work of scholars who make invaluable con-
tributions, however neglected their works and forgotten their names
may later become. It is in this spirit that Timpanaro, in a footnote, sot-
to voce, appears to prophesy future developments in philology. Tim-
panaro writes: “More than ever I find mistaken and reactionary any
hostility against the methods of automation which is based on rhetor-
ical claims for the uniqueness of the human spirit”.> Timpanaro did
not have any such concrete example of an “artificial philologist” before
him as the one we have tested and examined in this paper. Nonethe-
less, his vision of philology would have probably permitted the use of
the “artificial philologist” because it was just such work - anonymous,
laborious, thankless - that, though overlooked, played a key role in the
preservation of ancient texts. In the present paper, our aim has been
to show how the human philologist may engage, critically and not na-
ively, with automated philology, making use of it when it is useful, and
discarding it when it is not.

Bibliography

Aerts, W.J. 1990. Michaelis Pselli Historia Syntomos Berlin-New York.
Benakis, L.G. 2008. Michael Psellos Kommentar zur Physik des Aristoteles,
Athens.

37 Timpanaro 2005: 89 n. 18. Timpanaro refers to Henri Quentin’s revival of Lach-
mann’s method earlier in the 20th century and its more recent uptake by theorists of

the automation of philology.



161 6. The Potential and Limit of Logion Reports

Criscuolo, U. 1989. Michele Psello. Autobiografia: encomio per la madre,
Napoli.

Dennis, G.T. 1994. Michaelis Pselli orationes forenses et acta, Stuttgart.

Dufly, ].M. 1992. Michaelis Pselli philosophica minora, Leipzig.

Fisher, E.A. 1994. Michaelis Pselli orationes hagiographicae, Stuttgart.

Gautier, P. 1989. Michaelis Pselli theologica, Leipzig.

Hayduck, M. 1897. Ioannis Philoponi in Aristotelis de anima libros com-
mentaria, Berlin.

Littlewood, A.R. 1985. Michaelis Pselli oratoria minora, Leipzig.

O’Meara, D.J. 1989. Michaelis Pselli philosophica minora, 2 vols., Leipzig.

Papaioannou, S. 2019. Michael Psellus, Epistulae, 2 vols. Berlin - Boston.

Polemis, J. 2014. Michael Psellus Orationes funebres, Berlin-Boston.

Renauld, E. 1926-8. Michel Psellos. Chronographie ou histoire d’un siécle de
Byzance (976-1077), 2 vols., Paris.

Reinsch, D.R. 2004. Michaelis Pselli Chronographia, Berlin-Boston.

Timpanaro, S. 2005. The Genesis of Lachmann’s Method, trans. G.W. Most,
Chicago. [1963]

Van der Horst, P. W. 1984. Chaeremon, Egyptian Priest and Stoic Philoso-
pher. The fragments collected and translated, Leiden.

Westerink, L.G. 1992. Michaelis Pselli poemata, Stuttgart.

JAKOB BARNES AND MARIA GIOVANNA SANDRI






7. Machines, Scribes, and Scholars: Comparing
Human and Artificial Emendation*

This chapter compares human and artificial emendations to reflect on the role
machine learning may play in the future of philology. Focusing on the oeuvre
of the Byzantine polymath Michael Psellos, we consider eight machine-gen-
erated emendations against decisions and emendations made by past editors
and scribes. Our aim is threefold. First, we join other contributions in this
volume in showing the kinds of philological problems with which Logion can
assist. Second, we reflect on the scribal and editorial history of the texts with
which Logion is working. Finally, we hope to offer some examples of how to
work through problems with Logion and thus show how machine learning
can participate in the philological process as a new source of textual possibil-
ities to be evaluated by philologists as they work to produce the best possible
editions of premodern texts.

Keywords: Artificial Emendation; Editorial History; Machine Learning; Phi-
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against any number of journalists and writers in 2022. The intention
of this chapter then - to compare human and artificial emendations of
Psellos — might seem inherently combative. But as other contributions
in this volume emphasize, Logion is no philologist: it offers suggestions
for emendation, sometimes good ones, but requires a philologist to
evaluate these suggestions on grammatical, stylistic, and paleographical
grounds. In fact, machine learning and philology proper draw from dif-
ferent toolboxes. Human philologists study manuscripts to compile a
list of variants, from which they will choose the most plausible to re-
produce in a critical edition. Logion, on the other hand, has access to
a single edition of Greek text and no apparatus criticus; its suggestions
derive instead from computed probabilities. That they can reach the
same conclusion at all is perhaps more surprising than we tend to ac-
knowledge, and it may be useful to consider some instances in which
traditional philology and machine learning overlap in unusual ways.
To that end, this chapter considers eight Logion flags against various
forms of human intelligence: emendations made by editors, emenda-
tions (or errors) made by scribes, and of course our own evaluations
in the process of working with Logion. Our purpose here is threefold.
First, we join other contributors in this volume in showing the kinds
of philological problems Logion can help identify and elucidate. Sec-
ond, we hope to reflect, however obliquely, on the scribal and editorial
history of these texts. Critical editions are a palimpsest of centuries of
philological work, and in working with Logion, we find ourselves en-
countering these human voices, past and present, in unexpected ways.
Finally, we hope to model the process of working through philological
problems with Logion, to show how machine-aided philology might
work in the future. Philology, after all, has always been a collaborative
(if sometimes competitive) effort, continually passing down or striking
out editorial decisions of the past in new critical editions. Used proper-
ly, machine learning does not undermine this process, but rather par-
ticipates in it, as a new source of textual possibilities to be evaluated by
philologists in their efforts to produce the best possible edition.

1. Detecting Editorial Error

Our first three examples deal with cases in which Logion accurately
detects editorial error and, by encouraging us to return to the man-
uscripts, helps us improve the text. At Or. fun. 10.20.11-15, Polemis
prints the following:
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A€l pévtol ye Tov dprota Todg AAAOVG 0IKOVOUTOVTA EAVTOV TIPOTOV OUTWG
OlKOVOpETY Kal TOV TAG VIOTAYG VOHOUS £Tépolg vopoBetnoovta avTtov
TPOTOV V1O TOLOVTW VopobéTn TeTdxBat kKahdg kal tap’ ékeivov pabelv Tovg
Beopodg Thg vmakofg. Ol O péyag o0Tog éyeyodvel Kal pévtol ye TOANOIG
étépolg katahéloure (flov Tig Tvevpatikiic TavTng Apxie, & Kol mavTeg
éniong Tod xapaktipog dmotuyxavovat, mept 00 SnAwaoety 6 Adyog PovAeTat.

Certainly, it is necessary that the man who will manage others best first man-
ages himself in the same way, and that the man who will lay down the laws of
obedience for others has first been ruled well by such a lawgiver and learned
from him the laws of obedience. By these [?] this great man [Nicolas, founder
of the Monastery of the Beautiful Spring at Olympos] lived, and indeed to
many others he has left a zeal for this spiritual rule, even though everyone
equally falls short of his character, which I now wish to illustrate in my speech.

There is a problem with the phrase starting with oig, which has
been handled in different ways. Gautier punctuates oig 6 péyag o0tog
¢yeyovel as part of the previous sentence, taking oig as a relative dative
referring to Tovg Beopovg, but the precise meaning here remains un-
clear. Polemis conjectures <Qv> &ig in the apparatus criticus, changing
the idea to, “This great man was one of these [i.e. men who have learned
the laws of obedience]”. This reading makes more sense but requires us
to assume that the scribe made two mistakes in one brief passage, drop-
ping @v and substituting omicron for epsilon. Here Logion came in
with the suggestion oiog, which was immediately attractive for retaining
the sense of Polemis’ emendation, but with fewer transformations. And
in fact, when we checked a digitization of Citta del Vaticano, Biblioteca
Apostolica Vaticana, Vaticani greci 672, the only extant manuscript, we
found that it too points towards reading olog (f. 92v):

4\“)"? "N‘}vr -ré[»-v}ev K* ’“u’bi’ut’\’
TR }(\m‘ ¥ mr&iuaa e Lo fe
Cyer €2b *M\r‘m ok ‘k?'smmhr [N

S\~
G\m‘f‘m '\/Dk Q‘C’TT*VT“S) k’\ej"
Fig. 1. Citta del Vaticano, Biblioteca Apostolica Vaticana, Vaticani greci 672, f. 92v.

Reproduction courtesy of the Biblioteca Apostolica Vaticana.

A definitive assessment is difficult without inspecting the physical
manuscript (which we were unable to do), but the spacing of letters
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and placement of the circumflex suggest that a second omicron may
have been written in the Vorlage of Vaticano greco 672 and perhaps
was once present also in Vaticano greco 672 itself. Here, then, we can
see Logion as an unexpected paleographical aid, assisting us not by
engaging with the manuscript directly, but by encouraging us to look
more carefully at it.

A similar case in which Logion restores a manuscript reading arises
at Chron. 6.58.9. The passage is famous: in it, the council of Constan-
tine IX Monomachos reacts to the treaty of gi\ia drawn up between
Constantine, his wife Zoe Porphyrogenita, and his mistress Maria Sk-
leraina, which allowed Skleraina to move into the palace apartments
and granted her the titles of deondtic and Bacthig. Recent editors print
the following text:*

f 8¢ ohykAnTog, €ml T® kouv® eiofjeoav ypappatl, ¢pulptdvteg pev- kai
& MoA& VmotovBopvlovies Enawvodvteg 88 Spwg THV ouyypagiyv wg &§
ovpaviov kataxBeioav déAtov:

The council entered for the new treaty, blushing and muttering many things
under their breath; nonetheless, they praised the treaty like a tablet brought
down from the heavens.

The sole manuscript, Paris, Bibliothéque nationale de France, Grec
1712, reads 0é\twv; Reinsch and Renauld instead follow an emenda-
tion that Konstantinos Sathas printed tacite in his 1874 editio princeps,
dé\tov. Logion, however, proposes a return to déAtwv, and closer in-
vestigation of grammatical patterns in Psellos suggests that this, the
original manuscript reading, is correct. The text should be translated
as, “[They] praised the treaty as though it had been brought down from
the heavenly tablets”. Psellos tends to use o0pdviog as an adjective, and
where it is a substantive, he includes the article; moreover, we find no
parallel instances where the substantive ovpdaviog is used to refer to
heaven. On the other hand, “heavenly tablets”, “holy tablets”, “tablets
above” or “from above”, and “tablets of God” appear often in Psel-
los, almost always in the plural.> There is therefore no need to correct
8é\twv, and the emendation §¢\tov in fact deviates from the norm of

! Punctation is Reinsch’s.
> ai 6é\tot ovpaviot (Theol. 11 3.88), ai §éhtot iepai (Theol. I 57.60, Ep. 173.53), ai
dvw 6éltot (Ep. 205.14, Or. hag. 5.202), ai &vwBev éAtot (Or. fun. 1.55.40), ai Aldg
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Psellos’ corpus. Interestingly, then, this is a case where Logion prompts
a more conservative editorial decision, despite having no knowledge of
the manuscript.

The erroneous modern emendation may derive from a mistaken
idea of the phrase’s source and referent. Sathas’ emendation seems to
presuppose an understanding of §¢Atog as akin to the first tablet(s) of
the Ten Commandments brought down to Moses on Mt. Sinai (Exod.
31:18); that is, he imagines Psellos’ treaty enacting a ‘physical’ move-
ment from heaven to earth. But if we read instead “[they] praised the
treaty as though it had been brought down from the heavenly tablets”,
this understanding becomes less plausible. Rather, Psellos gestures to
tablets in heaven, and the movement from heaven to earth suggested
by kataxOeioav is a transfer of authority and knowledge, rather than
the descent of a physical object. Such tablets appear elsewhere in Psel-
los,’ and they have a classical lineage.* Fragments of Aeschylus and
Euripides are the earliest to speak of a Atog §¢éAtog that records human
error (Aesch. fr. 281a.21 R; Eur. fr. 506.2 Kn.); Lucian later adopts the
image ironically when he calls the accuser of a Greek tutor a “witness
from the tablets of Zeus” (¢x T@v Alog §éAtwv O pdptug, Merc. Cond.
12). This phrase was eventually cited in several Byzantine proverb
collections as descriptive of someone “clear and trustworthy” (fjyovv
avapeifolog kai motog, Arsenius, Apophthegmata 11.9a von Leutsch;
Macarius Chrysocephalus, Paroemiae 3.68 von Leutsch). Psellos’ use
of ¢€ ovpaviwv 6é\twv at Chron. 6.58.9 (and elsewhere in the corpus)
seems to draw from this tradition. Here, then, we may have an instance
of human bias intervening in the philological process: the more imme-
diately recognizable image of Moses’ tablets has replaced a transmitted
reading that aligns more closely with Psellos’ style. Logion’s computa-

SéXtol (Or. pan. 1.34, Or. for. 3.81, Ep. 111.56, Or. min. 14.92). We observe a single
exception in the Poemata (21.58-9).

3 See again footnote 2. Note too the near identical language adopted by Psellos’ con-
temporary Theophylactos in Ep. 38, where he describes judges smugly assessing their
decrees as though “drawn down from the tablets of Zeus” (eldov opoiwg kai Sikaotag
TAG OIKELAG YNPOLG, KAV (17 TTévL ToL TIpOG TOVG vopovg dnoteadeiev, w6 £k Adg yodv
SEATWV dveoTaopEvag AoTIAOTMG TTEPLETTOVTAG Kal TOIG SeSOYHEVOLS EyKapTEPODVTAG
£VOTATIKWTEPOV, 38.4-7 Gautier).

+ As Papaioannou 2019 also traces at Ep. 111.56. Critical editions frequently note

the precedent of Lucian at instances of ai §¢Atot ovpaviot vel sim.
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tions sidestep this problem to present an alternative which has manu-
script authority as well as grammatical and semantic viability.

A final example of Logion’s utility in detecting editorial error can be
seen at Theol. I 103.106, where Gautier prints the phrase: al i} Vetoig
Katappéxovrat pite xahdaloug katakpotodvrat (“[the mountain ridg-
es] which are not drenched by rain showers nor sound loudly with
hail”). Logion proposes urte instead of p), and this, we believe, is very
nearly correct. Elsewhere Psellos uses the pairing pnte ... unte, rather
than the pairing pn ... prjte. Since vetoig is aspirated, Logion’s pro-
posed prjte should actually read un0’, which is attested in MS L (Fi-
renze, Biblioteca Medicea Laurenziana, Pluteo 57.40). Gautier prints
instead the reading of MS P, perhaps because of presumptions about
manuscript quality. MS P, the important Paris, Bibliothéque natio-
nale de France, Grec 1182 dated to the late 12th century CE, was long
considered the older and superior manuscript, until MS L was redat-
ed from the 15th century to the late 11th or early 12th century in the
2010s.> Westerink, who curated Gautier’s 1989 edition of the Theolog-
ica, makes explicit his preference for MS P:°

has varias recensiones non temere commiscendas esse visum est, sed codicem
P, nisi ubi vitio manifesto affectus est, praeferendum, ceterorum lectiones,
etiamsi forte praestare videntur, in apparatum relegandas.

It seemed to me that these variant recensions should not be mixed at will, but
that codex P, except when affected by an obvious error, should be preferred,
and the readings of the others, even if they happen to seem superior, should
be relegated to the apparatus.

The recent redating of MS L has created a particular need to offset
previous editorial bias toward MS P across editions. Logion’s lack of
engagement with both earlier scholarship and the manuscript tradi-
tion can here, paradoxically, be an asset in helping us detect and amend

5 Bianconi 2010 dates L to the late 11th century, without excluding the possibility
of a date in the early 12th century: 96; Papaioannou 2019 opts for the latter: LVIIL. On
the dating of P, see Papaioannou 2019: LXXVII-LXXVIII.

¢ Gautier 1989: XVI. Cf. Papaioannou’s more recent evaluation of L with respect to
the Epistulae: “L shows a clear distance from P, with which it shares a large number of
texts, and in comparison to which it offers usually (but neither consistently nor often

clearly) superior readings” (2019: LXVII).
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instances where bias in favor of or against particular manuscripts may
have led us astray. Knowledge of manuscript history, age, and quality,
of course, remains critical for the philologist; this should always shape
our assessment of Logion’s suggestions. But by prompting the reeval-
uation of variants where it is needed, Logion can help as we seek to
restore better readings.’

2. Echoing Earlier Conjectures

While Logion sometimes offers solutions that human editors have
not considered, we also see its recommendations echo conjectures that
have already been made. For example, at Theol. II 3.444, the sole sur-
viving manuscript, Paris, Bibliotheque nationale de France, Grec 1182,
reads:

dkovoov ‘Hoalov ToD HeyaAOPWVOTATOV TOV TPOPNTOV COQDG TODTO
KNPUTTOVTOG: ‘Tvedpa kupiov ém EE, o0 Evekev ExpLog pe-’

Hear Isaiah, the loudest of the prophets, wisely proclaim the following [Is. 61:1]:
“The Spirit of the Lord is upon me, on account of which He anointed me.”

Logion flags copdg and proposes the emendation cagdg. The pro-
posal is attractive from a paleographical perspective as well as a con-
textual one. In fact, Logion’s suggestion has already been advanced by
Westerink and Dufly in the apparatus criticus of their edition. While
the manuscript clearly has co@@g, the slip would be easy for a scribe to
make and difficult for others to detect and emend, given the grammat-
ical viability of both readings. The broader context of the passage, too,
makes ca@g particularly appealing. Theol. II 3 is an imperial letter to a
sultan following his staging of a religious debate between the Byzantine
ambassador and Seljuk sages.® Psellos praises the sultan for his toler-
ance of Christianity and declares his intention to improve the sultan’s
understanding of the Incarnation and Trinity through the testimony of
Old Testament prophets and Greek oracles. For Psellos, then, prophetic
clarity is a pedagogical necessity here. His emphasis on clarity emerges

7 See also the essay by Haubold, chapter 3 in this volume.
8 See Gautier 1977 on the historical context of such embassies and a conjecture as
to the sultan’s identity.
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not only in the repeated use of cagng to describe the prophets, cited by
Westerink and Dufly, but also in related vocabulary of brightness, pu-
rity, and display.® In particular, Psellos distinguishes between theolog-
ical Adyog accessible to purified souls only, “hidden and forbidden... to
the many” (0 p&v kekpLHUEVOG Kal ATTOPPNTOG WG ELMETV TOIG TTOANOIG),
and the Aoyog he presents to the sultan, accessible to all through scrip-
ture and prophesy (6 8¢ mpoPePAnpévog kai TOlG TEOL THAEPAVIG WG
¢petv, Theol. 11 3.185-87). Psellos’ citation of Isaiah 61 here provides a
straightforward argument for the Holy Spirit’s existence prior to the
Incarnation, and it is telling that he offers none of the exegesis provid-
ed for other passages. From an interpretive standpoint, cagdg chimes
with the text’s broader emphasis on clarity and Isaiah’s particular lu-
cidity regarding the Trinity. While it is difficult to prove that copwg is
wrong, ca@®g, suggested by Westerink and Dulfly, as well as by Logion,
has a good chance of representing what Psellos originally wrote. In cas-
es like this, of course, it is frustrating not to know why Logion suspects
00¢@g: here the ‘black box” aspect of large language models becomes a
true limitation, particularly because the model may be basing its rec-
ommendations on different evidence from ours.

Logion again replicates a scholarly correction at Ep. 201.75-76,
where Papaioannou prints:

avfig 8¢ pot Noylopog éndveloty €tepog, p mw ov Beiov TO Gpunua, Kal
npaavtt dkohovbroy petdvola.

But then again I change my mind, thinking that the impulse [to join addressee
Ioannes Xiphilinos again at Olympos] might not be divine, and regret might
follow the action.'

Here Logion suggests a change from mw to mwg, which we believe to
be correct; pf} mwg is a standard idiom in fear clauses (here implied)

° E.g., understanding “obscurely” (4pvdpig, 56) versus seeing “more keenly”
(06&bTepov, 64), proclaiming “brightly and purely” (\apnpdg te kai kaBapdg, 108-9),
darkness versus the “brightness of truth” (to ti¢ dAnOeiag dnéphapmpov, contrasting
0K0TOG, 140-1), “easily taken in by sight” (edbovvomntog, 267), “making visible” (SnAow,
275, 448; dpidnhog, 391; mpodnAwe, 418). For forms of cagng, Westerink and Duffy
cite 258-9 and 670; we also note instances at 380 and 406.

1o For biographical context, see Kaldellis and Polemis 2015: 23-6 (though contrast

Jeffreys 2016: 258, who dates the letter prior to Psellos’ time at Olympos).
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and appears elsewhere in Psellos, while we find no uses of pr nw in
such a construction in Psellos. In this case, too, Logion is not the first to
suggest this emendation; rather, it was anticipated by Diamantopou-
los’ emendation pnnwg, published in his review of Kurtz and DrexI’s
1941 edition."* If we follow these changes, we can trace a circuitous
path of editorial emendation and restoration: ufmw in the manuscript
(Oxford, Bodleian Library, Barocci 131) is replicated as prj mw by Kurtz
and Drexl, emended to prinwg by Diamantopoulos, restored to ur nw
by Papaioannou, and finally re-emended to pr nwg by Logion.

A flag like this might seem useless, since it does not offer new infor-
mation or provide new arguments for the adoption of specific readings.
However, observing the intersection between editorial history and ma-
chine emendation can have the benefit of reminding us that tools like
Logion do not have to represent a rupture in philological practice, that
we can also choose to focus on continuities. In fact, evaluating one
of Logion’s suggestions is a process very similar to evaluating another
editor’s conjecture (or a manuscript variant), and when Logion’s sug-
gestion actually is an earlier editor’s conjecture, in this case Diaman-
topoulos’, this becomes especially clear. Nor is a machine-generated
suggestion, even with a philologist’s endorsement, the final word on a
textual problem. Rather, once adopted, it remains subject to the same
challenges and reconsiderations that any variant or emendation faces
as philologists continue to grapple with the text in reviews and critical
editions.

Our last example in this section is the least philologically useful, but
still expands our field of vision when it comes to assessing the history
of emendation and how machine-learning tools like Logion may fit
within this history. At Poem. 8.549-50, Westerink prints:

TOXOV yap Epelé Tig mAelv TAoDY Emkivouvwdn
Kai 8¢dwké Tw xprjpata 1@ oBw Tod Bavdtov:

For perhaps someone was about to undertake a dangerous voyage
and gave his possessions to someone out of fear of death.

Logion flags tw as an error and proposes the replacement ta. The
flag is incorrect; 8¢dwke requires an indirect object here, and while
ta for 1@ is plausible, Westerink’s text is better (and better attest-

" Diamantopoulos 1941: 304.
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ed), especially as tw is a relatively rare form and therefore the lectio
difficilior. Such suggestions from Logion are frequent because of the
machine’s current setup: texts are inputted without diacritics, mak-
ing the alternative genitive and dative forms of Ti¢ (tov, Tw) indis-
tinguishable from the article. But interestingly, we can see Logion’s
error mimicked in one of our Class 3 manuscripts, Paris, Bibliothéque
nationale de France, Grec 478, which also changes tw into the accu-
sative plural article. According to Westerink (1992: XIX), this man-
uscript features a number of emendations absent from others of the
same family, suggesting the work of an overeager scribe. It is unclear
to us, in this instance, whether the scribe intentionally emended tw
or simply erred in his transcription. Regardless, the error is an inter-
esting mark of continuity across centuries and between the kinds of
mistakes humans and machines make. It may also suggest that the
same healthy skepticism that grounds our assessment of manuscript
variants can productively shape our treatment of machine-produced
emendations.

3. Making the Most of a Flawed Machine Suggestion

So far, our examples have primarily featured flags that improve the
text. But, as our last example shows, not all of Logion’s suggestions
lead to improvements. Many are plainly wrong; others seem unneces-
sary, impossible, or frankly baffling. And yet even an incorrect sugges-
tion can yield results that are productive, especially when paired with
(human) philological investigation. This is the case at Or. hag. 8.675-
79, where Fisher prints the following text:

A& o T QIATPW Ye Kal Tfj TioTel Kai povolg Tpooéyolg (0mocov Yap dmodel
T ToD AOYOV, €Tl TAEOV TA TiG OTOPYNG UTepTepel kat DIépKetTal aipéoet O¢
Kal 00Xl SyKkw T TPOoAyOEVa KpiveTat)

But may you also attend to love and faith alone (for however much reason
falls short, love surpasses and transcends this by far; for offerings are judged
according to intention, not amount).

Logion marks aipéoet as an error and suggests instead agaipéoet, al-
beit with low confidence. At first glance, we were puzzled by the sug-
gestion, which makes little sense in the context of the passage. A TLG
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search, however, reveals a closely related passage in John Chrysostom
(Ad. Jud. PG 48.853 Migne):*

AN o0 T @boet @OV Swpwv, AL TR TPoALpEcEL TOV TPOCAYOVTWY
TMPocEXWY 0 O£0G, OVTW KPIVEL TAG TPOTPOPAS.

Attending not to the nature of the gifts, but to the intention of the givers, does
God judge offerings.

A related argument appears in a second homily, where Chrysostom
compares Peter’s sacrifice to follow Jesus to that of the poor widow of
Luke 21:1-4 and Mark 12:41-44 (Hoc Scitote PG 56.275 Migne):

Kal yap 1) 1 dvo katafarodoa Snvdpia od mOAVY ykov katédnke xpnudtwy,
M moAvv mhobtov émedeifato Tpoatpéoews, kabdarmep kal 00TOG €V TOAAf)
nevig peydAnv edmopiav mpobuiog mapéoyeto.

For the woman who put down two denarii did not give a great amount of
money, but showed great wealth of intention, just as [Peter] too, amidst much
poverty, offered great abundance of goodwill.

Here we see the juxtaposition of quantity with intention, the same
dichotomy that appears in our Or. hag. 8 passage, though in this case
without the element of divine judgment. While the phrasing in Or. hag.
8 aligns most closely with that of John Chrysostom, the concept of judg-
ing by intention ultimately derives from Aristotle, who argues that it is
by intention (mpoaipeotc), rather than action, that we can best judge ex-
cellence or wickedness of character (Eth. Eud. 1228a; Eth. Nic. 1111b).
The argument has an afterlife elsewhere in Byzantine literature as well,

' Similar arguments appear at Ad. Jud. PG 48.902 Migne (xafapav 8¢ Aéyet
Buoiav, g tig mpotépag dkabaptov obong, ov S TV oikeiav OOV, dAAG Stéx Thv
npoaipecty T@V mpooayovtwv); In Gen. PG 53.243 Migne (dkove T0D Tpo@riTov
Aéyovtog, Ouuiapa eic Béé\vyud por éoti, rovovovyi SelkvbOVTOG TijG TPOALPECEWG
T@OV TPocaydvTwy TV poxOnpiav). Judgment according to intention (though not
in reference to gifts or offerings) appears frequently in Chrysostom; see e.g., De Sac.
4.6.48-9 Malingrey; De Sanctis Bernice et Prosdoce PG 50.632.8-9 Migne; In Matt. PG
57.87.51-3 Migne.
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including in Psellos.”* Whatever our author’s direct source, he adapts it
to the context of a closing prayer, asking God to judge his followers by
their faith and love, rather than their wisdom (or lack thereof), and by
the intention rather than the quantity (dyxoq) of their offerings.

But what about the flag itself? Why does Logion suggest dqatpéoet?
As we have seen, Aristotle and writers following in his tradition, in-
cluding John Chrysostom, use forms of mpoaipeoig where the manu-
script of Or. hag. 8 has aipeoig. We therefore believe that mpoaipéoet,
rather than aipéoel, is the correct reading for our text as well. With
the caveat that we cannot know on what basis Logion makes a specif-
ic suggestion, it seems probable that it registers the lack of the prefix
npo- in aipeotq as a divergence from the known pattern of Chrysostom
and Aristotle and restores a prefix to resolve this. However, it suggests
the wrong prefix, dg- rather than mpo-, resulting in agaipéoet, which
is nonsensical in context. The point here is that while Logion does not
solve this textual problem, its suggestion is still helpful. In other words,
even an incorrect flag can draw our attention to a problematic passage
and provide clues to its resolution. Without the flag, we may not have
thought to read the passage intertextually, or to look more carefully
at aipéoel. That said, Logion is useless without human interpretation,
and it is the human philologist who will make connections across texts,
evaluate grammatical and stylistic probabilities, and use Logion’s sug-
gestions as a jumping-off point for different solutions. Machine learn-
ing can assist in the emendation of texts, but only philologists can
choose the best reading.

4. Old Problems, New Perspectives

Our final example offers us little philological clarity, but in spite or
perhaps because of this, can help us reflect upon the ability of machines
like Logion to show familiar problems from new angles. At Psych. p.
42.8-11, O’Meara prints:

el kveital OO TOV alobnTd@Vv, oVtwg Momep, €l TIg TvODVTA YeWUETPNV
gkvmvov {tig} €moinoe, ypriyopowy pgv tovtw énoincev, ov uiv § évéPfale kai
Ta Bewprjpata ToOT.

3 De Omn. Doct. 63.
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If [the soul] is moved by perceptible things, it is just as if someone wakes up
a sleeping geometer: he causes wakefulness in the man, but does not also put
theorems in him.

A problem clearly lies in the recurrence of tig. O’Meara resolves this
by removing the second TG, perhaps because i Tig seems a more nat-
ural construction than &i ... Tig énoinog, or on the assumption that the
scribe forgot he had already written tig by the time he reached ¢noinoe.
This is a plausible solution, and it should be noted that it is the kind
of solution that Logion cannot provide: in its current setup, Logion is
unable to delete a word but can only replace one word with another
(though this may change in the future). In the present case, Logion
flags the first Tig as an error and suggests Tov with fairly high confi-
dence. At first glance, the article before dmvodvta yewpétpnv seems
redundant or even mistaken. We can glean further insight, however,
through comparison to Psellos” known source here, a passage from
Joannes Philoponos’ commentary on Aristotle’s De Anima (CAG
15.110.27-34 Hayduck):

A\ Aéyopev Tpog TodTO OTL £l Kal Kiveltat 1) Yyoxi VIO TOV aloOnTd@V, GAN
obv obtw kiveital, Gomep 6 kabevdwv yewpetpng VO TOb ¢EuTvicavTog.
bomep odv 6 ekeivov ¢fvunvicag TocodTov povov 1o Eumodilov Eeile, T
pévrtol Bewpripata Td yewpeTpikd 0Ok évéPale T@ yewpéTpr, oUTw Kai
1) Yoy €xovoa ToLG AOyovs TOV TpAyHATWY v éauTf) Kol domep HLTIO TOD
UMvou TG YevEéoews AvevépynTog ovoa DO TOV aicBnT@y ¢pebilopévn fj T@V
Sidaokdhwv Tpoyetpiletan ToLG év ad TR Aoyovg:

But we say to this that even if the soul is moved by perceptible things, it is
moved like the sleeping geometer by the man who woke him up. Just as the
man who woke him only removed a hindrance to a certain extent, but did not
put geometrical theorems in the geometer, thus too the soul, which possesses
knowledge of things in itself and has become inactive as though from the
sleep of becoming, when provoked by perceptible things or by its teachers,
mobilizes the knowledge in itself.

Philoponos in turn draws on a passage in Aristotle’s De Generatione
Animalium (735a Drossaart Lulofs):

Eyyutépw 8¢ kai moppwTtépw avtd abTod EvoéxeTal elval Suvdyel, domep
0 kabebSwv yewpeTpng TOD £YpnyopodTog TOPPWTEPW Kai 0DTOG TOD
BewpodvTog.
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It [the semen] may be nearer or further from itself in potential, as the sleep-
ing geometer is further [from his realization in actuality] than the geometer
who is awake, and the geometer who is awake is further than the one who is
theorizing.

In both Philoponos and Aristotle, as noted in bold, both the geometer
(0 kaBevdwv yewpétpng) and the man waking him (tod ¢vnvicavtog
/ 6 éxeivov €€umvicag / Tod éypnyopdTog) are treated with a preceding
article.” Since Psellos adopts the Philoponos passage fairly closely, tov
is a more plausible replacement for the first Tig than we may initially
have thought. But since Psellos replaces the article modifying the man
waking the geometer with T, it is perhaps even better to emend the
first transmitted Ti to TV, to produce &l Ttv’ DrvodvTa yewpETPNV.
Admittedly, €l Tiva ... 116 is a less natural construction than &{ Tig, but
it does appear occasionally, especially when ttva is followed by other
accusatives.

All of this leaves us with three possible solutions, but no definite
emendation. O’Meara’s deletion of the second Tig can certainly be de-
fended, but it is also a simple answer to what may be a more compli-
cated problem. The benefit of Logion here is that it encourages us to
think in different directions: not just left to right, like a scribe copying
a text fairly mechanically, but also right to left and across texts. One
interesting aspect of its calculations, for instance, is the fact that the
machine considers the probability of each Tig separately: that is, while
a human philologist looks at the two words in tandem, Logion evalu-
ates the likelihood of each on its own, on the assumption that the other
716 is correct. On its face, that might seem a disadvantage, and in some
instances it can be, but in this particular case, it forces a reevaluation of
O’Meara’s solution by offering plausible, if more difficult, alternatives.
As always, the true work of philology is up to the human philologist:
Logion will never quote important intertexts or evaluate the kinds of
scribal error most likely to appear in a particular manuscript. But by

1 We follow Hayduck in his reading of ¢ éxeivov ¢§unvioag, though there are man-
uscript discrepancies. Victor Trincavellus’ editio princeps (t) and the first hand of D
(Paris, Bibliotheque nationale de France, Grec 1914) omit 6 here; a second contem-
porary hand (D?) adds ¢ to D, and R (Milano, Biblioteca Ambrosiana, L 106 sup.) also
includes o.

5 See, e.g., Paus. Graec. Desc. 4.21.4.
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taking Logion’s flags as a starting point, the philologist can also discov-
er new textual problems and unexpected solutions or insights.

Conclusion: Change and Continuity in Philological Practice

In this chapter, we hope to have shown the possibilities of working
with a machine like Logion - as well as the challenges that accompany
this and indeed every philological endeavor. Working with Logion, in
our experience, entails not a turning away from traditional philology,
but a reconsideration of how we make and have historically made phi-
lological decisions, from emendation by intuition to the modern edi-
tor’s TLG search. Using Logion responsibly requires a consciousness
of our own methods and their biases, as well as those of the machine.
Logion “makes decisions” differently from philologists — for now with-
out manuscript variants or access to full critical editions, and in any
case without semantic understanding — and it is this difference that
both enables it to shake up our thought processes and determines its
limits as a philological tool.

We have titled this chapter Machines, Scribes, and Scholars not just
as a nod to Reynolds and Wilson’s famous book, but also to signal
an awareness of the many human hands by which ancient texts have
been treasured, edited, and passed down. Introducing machine learn-
ing into this tradition is no small matter.® At the same time, Logion
is a tool that enables philology; it does not replace it, but rather offers
new textual problems and possibilities that both demand and spur hu-
man ingenuity. Sophus Helle argues that philology starts from “crises
of reading”, that it is “the result of an inability to read a given text,
combined with a refusal to turn away from it in incomprehension”.””
Textual problems will remain a site of human pleasure, vexation, and
uncertainty, whether the problem is found in a manuscript, an appara-
tus criticus, or a machine-generated error report.”® And while it would

16 On the ethical dilemmas of machine learning in philology, see e.g. Graziosi et al.
2023: 277-80.

7 Helle 2022: 616.

8 Drawing from Helle’s compelling comparison of the philologist to Bundgaard’s
Granskende pige (Scrutinizing Girl, 1934) and discussion of philology “as textual de-
sire”, “the love of lore”, which is inevitably accompanied by frustration (2022: 616,
619).
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be naive to suggest that machine learning will not change philology, we
should also have confidence in the longevity of what grounds our field:
curiosity, ingenuity, diligence, and a love for texts.
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